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ABSTRACT
Recent years have witnessed sensors becoming an indispensable
part of our life with the camera being one of the most popular and
widely deployed sensors. The camera gives rise to numerous vision-
based IoT applications that generate high-level understandings of a
live video stream by performing analysis on end devices like mobile
or embedded devices. Typically, these applications are built with
deep learning (DL) models to conduct complex vision tasks, e.g.,
image classification and object detection. Due to the prohibitive
cost of running DL models on end devices close to the camera and
with limited computation capabilities, it is widely adopted to offload
the computation to a nearby powerful edge server. However, there
is a gap between the restricted offloading bandwidth of the end
device and the large volume of image data incurred by the live video
stream. In this paper, we present Deep Contextualized Compres-
sive Offloading for Images (DCCOI), a lightweight, context-aware,
and bandwidth-efficient offloading framework for images. DCCOI
consists of the spatial-adaptive encoder, a lightweight neural net-
work, to spatial-adaptively compress the image, and the generative
decoder for reconstructing the image from the compressed data.
In contrast to existing DL-based encoders, the spatial-adaptive
encoder allows an image region to be encoded into different num-
bers of feature values based on the information in it. This offers
a variable-length coding method for image compression, which is
a more optimal way for compression than the fix-length coding
method took by existing DL-based compression approaches and
demonstrates superior accuracy-compression rate trade-offs. We
evaluate DCCOI against several baseline compression techniques
while serving an object detection-based application. The results
show that DCCOI roughly reduces the offloading size of JPEG by a
factor of 9 and DeepCOD, the state-of-the-art offloading approach,
by 20% with similar accuracy and a compression overhead less than
50ms.
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1 INTRODUCTION
Vision-based IoT applications (vision apps) are becoming pervasive
nowadays due to the advancement in deep learning (DL) [8] and
the strong sensing capabilities of widely deployed cameras. Vision
apps process live-captured videos with sophisticated DL models to
generate a high-level understanding of the image/video. Examples
of vision apps include human face recognition [18], pedestrian de-
tection [4], or traffic monitoring [14] applications. However, the
vision app is usually demanded on a near-camera end device with
limited computation capabilities, e.g., mobile IoT devices [21], em-
bedded devices [14], and underwater sensor nodes [13], which can
hardly run large DL models. To facilitate vision apps on end devices,
it is widely adopted to offload the computation to an edge server,
which executes all or a part of the DL model. Due to the real-time
nature of vision apps, a large volume of images has to be offloaded,
which conflicts with the limited offloading bandwidth.

To address the bandwidth issue in offloading, a new category
of compression techniques, machine-centric image compression [6],
has been proposed. Unlike traditional compression standards, e.g.,
JPEG [25], and JPEG2000 [23], that preserve the visual quality of
images, the machine-centric image compression technique aims at
maintaining the performance metrics when conducting image clas-
sification or object detection, e.g., the top-1 accuracy and the mean
average precision (mAP) [7] Machine-centric image compression
can be categorized into server-assisted compression [6, 16, 17] and
DL-based compression [2, 19, 26].

In server-assisted compression techniques, the end device adap-
tively compresses different image regions based on the context sent
from the edge server. The context is defined as the indicator of
whether a particular compression technique should be applied re-
garding a vision app (IoC) in an image region. For instance, the
regions of interest (ROI) of images processed at the edge server
have been treated as the context to allow selected image regions to
be transmitted from the end device at a higher resolution [6, 16, 17].
One limitation of this approach is its reliance on server-side feed-
back, which makes its effectiveness dependent on the network
latency. Specifically, if the ROI sent by the edge server is delayed
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and deviates from the actual ROI on the end device, server-assisted
compression becomes ineffective in offloading for images.

DL-based compression techniques do not depend on the network
latency like server-assisted compression. They train an encoder
network on the end device to extract features from raw images and
a decoder network on the edge server to reconstruct the image from
extracted features. DL-based compression techniques like Deep-
COD [26] have been successful atmaintaining the accuracy of vision
apps with a much lower compression rate (referred to as "rate")
than traditional compression techniques, i.e., higher compression
effectiveness. The impediment of existing DL-based compression is
that their encoder is inherently a fixed-length coding method. It
sequentially applies one or multiple convolutional neural networks
(CNN) to an image and encodes heterogeneous image contents in
different regions with the same number of feature values. However,
according to Shannon’s source coding theorem [22], image contents
containing less information should be encoded with shorter coding
lengths, which makes existing DL-based compression techniques
suboptimal (encoding suboptimality). The fundamental problem
of DL-based compression techniques is that they lack the spatial-
adaptability of server-assisted compression techniques.

We present Deep Contextualized Compressive Offloading for
Images (DCCOI), a lightweight, context-aware, and bandwidth-
efficient offloading framework for images. DCCOI significantly
reduces the offloading bandwidth when compared to existing com-
pression techniques with similar accuracy and a small compression
overhead, i.e., the latency of compression. We introduce tightly
coupled context extraction and hierarchical masked filtering in the
design of a spatial-adaptive encoder, a lightweight neural network.
Tightly coupled context extraction embeds a context extractor net-
work in the spatial-adaptive encoder, which enables the context
extractor to be learned regarding the compression technique and
the vision app. Thus, the context is extracted to reflect the IoC
correctly. Hierarchical masked filtering constructs a hierarchy of
filters allowing different image regions to be adaptively compressed
based on the context. It overcomes the encoding suboptimality of
existing DL-based compression techniques as a variable-length cod-
ing method. A generative decoder is also built to reconstruct the
image from adaptively compressed data based on a generative net-
work. Furthermore, the spatial-adaptive encoder and the generative
decoder can be trained end-to-end to optimize the accuracy of the
vision app and the compression rate.

We evaluate DCCOI against several compression baselines while
serving an object detection-based application. It is shown that DC-
COI roughly reduces the offloading size of JPEG by a factor of 9 and
DeepCOD [26], the state-of-the-art offloading approach, by 20%
with similar accuracy and a compression overhead less than 50ms.

The contribution of this paper is summarized as follows.

• We present DCCOI, a lightweight, context-aware, and
bandwidth-efficient offloading framework for images consist-
ing of a spatial-adaptive encoder and a generative decoder.

• We design the spatial-adaptive encoder, a lightweight neural
network based on tightly coupled context extraction and
hierarchical masked filtering, which allow the context map
to be extracted correctly and drives spatial-adaptive com-
pression of the image.

• We evaluate DCCOI against several baselines while serving
an object detection-based application. DCCOI demonstrates
superior performance in saving the bandwidth while main-
taining similar accuracy with a small compression overhead.

2 RELATEDWORK
2.1 Traditional Image Compression
Typical traditional image compression techniques include JPEG
[25], JPEG2000 [23] and WebP [9]. JPEG divides the image into
8× 8 macroblocks and operates on the YUV components of them. It
mainly consists of three steps: 1) discrete cosine transform (DCT):
extract DCT coefficients from the YUV components, 2) quantiza-
tion: divide DCT coefficients in all macroblocks by a quantization
table and round results to integers, and 3) entropy encoding: apply
Huffman coding to the quantized DCT coefficients. WebP is similar
to JPEG in the sense that it also operates on macroblocks and in-
volves DCT, quantization, and entropy encoding. WebP improves
on JPEG via predictive coding that utilizes information in neighbor-
ing macroblocks to predict a macroblock. Unlike these techniques
that focus on visual quality, DCCOI focuses on optimizing accuracy
regarding vision apps and minimizing the offloading size.

2.2 Machine-Centric Image Compression
Server-assisted compression. Server-assisted compression ex-
ploits server-side feedback to assist compression. [6, 16, 17] propose
to exploit the server-side ROI information to drive spatial quality
adaptation at the client. [5] tracks objects on the mobile device by
utilizing the object recognition result computed on the server. The
limitation of server-assisted compression is that the unpredictable
network latency can hamper its performance. In contrast, DCCOI
does not rely on server-side feedback to function.

DL-based compression. The autoencoders [2, 19, 20, 24] are a
type of DL-based compression that builds symmetric deep encoder
and decoder networks to compress and reconstruct the image, re-
spectively. They are able to compress images into a much smaller
size than traditional compression techniques, e.g., JPEG. However,
their encoding side demands sophisticated models to extract la-
tent features from the image, which places a huge burden on end
devices with limited computation capabilities. To deal with this
problem, DeepCOD [26] proposes an "imbalanced" autoencoder.
The limitation of DeepCOD is that it inherently treats image regions
containing different amounts of information in the sameway, which
is sub-optimal. DCCOI introduces the spatial-adaptive encoder that
adaptively compresses the image based on the extracted context
map and greatly improves the compression rate of DeepCOD with
almost no loss in accuracy.

3 DEEP CONTEXTUALIZED COMPRESSIVE
OFFLOADING FOR IMAGES

3.1 Overview
The design of DCCOI is shown in Figure 1, which mainly consists
of a spatial-adaptive encoder (SA-ENC) and a generative decoder
(G-DEC). On the end device, the image is processed by the spatial-
adaptive encoder into the compressed data. The compressed data
on the end device is transmitted over wireless networks to the edge
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Figure 1: System Architecture

server. On the edge server, the compressed data is processed by
the generative decoder to reconstruct the image. The reconstructed
image will be used to generate predictive results and evaluate accu-
racy.

3.2 Problem Formulation
The spatial-adaptive encoding process compresses the input image
into the compressed data, which is formulated in Equation 1.

𝑧 = 𝐸𝜃 (𝑥), (1)
where 𝑥 represents the input image, 𝑧 represents the compressed
data, and 𝜃 is the parameter of the spatial-adaptive encoder. The
generative decoding process reconstructs the image from the com-
pressed data, which is formulated in Equation 2.

𝑥
′
= 𝐷𝜙 (𝑧) = 𝐷𝜙 (𝐸𝜃 (𝑥)), (2)

where 𝑥 ′ represents the reconstructed image data and 𝜙 represents
the parameter of the generative decoder. The vision app makes
predictions, e.g., object detection, based on the reconstructed image
data, which can be formulated as:

𝑦
′
= 𝑉 (𝑥

′
), (3)

where 𝑉 abstracts the prediction of the vision app and 𝑦′ is the
prediction result, e.g., detected bounding boxes, of reconstructed
image data 𝑥 ′ . The prediction result is used to evaluate accuracy
regarding the vision app, which is formulated as:

𝜂 = 𝑀 (𝑦
′
), (4)

where𝑀 is an abstraction for metrics like the top-1 accuracy and the
mAP. The compression rate 𝑟 is used to evaluate the compression
effectiveness, which is defined in Equation 5.

𝑟 = |𝑧 |/|𝑥 |, (5)
where | · | denotes the size of the data.

Our goal is to find parameters, 𝜃 and 𝜙 , that maximize both
accuracy and the compression rate, which can be formulated into a
multi-objective optimization (MOO) problem as in Equation 6.

max
𝜃,𝜙

𝒇 (𝜃, 𝜙) = (𝜂, 𝑟 ) ⊂ IR2, (6)

4 SPATIAL-ADAPTIVE ENCODER
The spatial-adaptive encoder is a lightweight neural network de-
signed with tightly coupled context extraction and hierarchical
masked filtering. As shown in Figure 2, it mainly consists of a con-
text extractor, a spatial-adaptive feature extractor, a quantization
module, and a lossless encoding module.

4.1 Context Extractor
The context extractor is implemented with CNN to generate context
maps𝑚𝑖 ⊂ IR3×ℎ𝑖×𝑤𝑖 , 𝑖 = 1, ..., 𝐿, from the input image 𝑥 ⊂ IR3×ℎ×𝑤 .
ℎ and𝑤 are the height and width of the input image, respectively.
ℎ𝑖 =

ℎ
2𝐿−𝑖+3 and 𝑤𝑖 = 𝑤

2𝐿−𝑖+3 are the height and width of the 𝑖-th

context map, respectively. The 𝑖-th context map𝑚𝑖 assumes the
image 𝑥 is partitioned into ℎ𝑖 ×𝑤𝑖 equal-sized blocks. Each element
in𝑚𝑖 indicates the IoC of the corresponding block.

4.2 Spatial-Adaptive Feature Extractor
Spatial-adaptive feature extractor adaptively encodes information
in the image based on the context maps𝑚𝑖 , 𝑖 = 1, ..., 𝐿, as shown
in Figure 3. The key components towards spatial adaptability are
a hierarchy of learnable filters (referred to as the filter) and the
filtering masks (referred to as the mask).

The learnable filter is the basic operation to compress the
image. We implement the filter F𝑖 , 𝑖 = 1, ..., 𝐿 + 1, as a single-layer
CNN whose input and output channels are the same 1. We adopt
a cascaded design of filters as shown at the top of Figure 3. The
first filter F1 has its size and stride both set to 4 × 4. The size and
stride of subsequent filters F𝑖 , 𝑖 = 2, ..., 𝐿 + 1, are both 2 × 2. The
rationale behind this setup of filters is to allow the image to be
compressed with compression rates of 1 : 42, 1 : 82, ... Generally,
the more filters an image region is processed with, information in
the region is more compactly compressed.

The filteringmask indicates the image region that will be com-
pressed with a specific sequence of filters. In other words, different
masks control image compression with different compression rates.
The mask 𝑚̂𝑖 ⊂ IR3×ℎ×𝑤 , 𝑖 = 1, ..., 𝐿+1, is implemented as a boolean
tensor derived from context maps. We derive the mask via logical
operations as shown in Equation 7.

𝑚̂𝑖 =


¤𝑚𝑖 < 𝛿 𝑖 = 1
(¬𝑚̂1)

∧
...
∧(¬𝑚̂𝑖−1)

∧( ¤𝑚𝑖 < 𝛿) 𝑖 = 2, .., 𝐿
(¬𝑚̂1)

∧
...
∧(¬𝑚̂𝑖−1) 𝑖 = 𝐿 + 1

(7)

where
¤𝑚𝑖 = 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒 (𝑚𝑖 , 𝐿 − 𝑖 + 3) (8)

up-samples the context map𝑚𝑖 to the size ℎ𝑖 · 2𝐿−𝑖+3×𝑤𝑖 · 2𝐿−𝑖+3 =
ℎ ×𝑤 with the nearest neighbor principle, which makes all boolean
operations performed with the same size (ℎ×𝑤 ). ¤𝑚𝑖 < 𝛿 maps each
value in a tensor to a boolean value depending on whether that
value is less than the threshold 𝛿 , which is set to 0.5 by default. The
operator¬ flips each boolean value in a boolean tensor. The operator∧

applies the logical AND operation to two boolean tensors.
Spatial-adaptive feature extraction is performed by process-

ing image regions masked by 𝑚̂𝑖 with filters F𝑖 , 𝑖 = 1, ..., 𝐿 + 2 − 𝑖 ,
sequentially. In this way, we can derive the filtered feature 𝑣𝑖 from
𝑚̂𝑖 as formulated in Equation 9.

𝑣𝑖 = 𝑓 𝑙𝑎𝑡𝑡𝑒𝑛(F𝐿+2−𝑖 (...(F1 (𝑥))), ¥𝑚𝑖 ), 𝑖 = 1, ..., 𝐿 + 1. (9)
where

¥𝑚𝑖 = 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑒 (𝑚̂𝑖 , 𝐿 − 𝑖 + 3) (10)
down-samples the mask 𝑚̂𝑖 to the size ℎ

2𝐿−𝑖+3 × 𝑤
2𝐿−𝑖+3 = ℎ𝑖 × 𝑤𝑖 ,

which changes the size of the mask to the size of the output of the
1Since the number of channels (3) does not change during compression, we omit it
when describing the size of tensors generated during compression for simplicity.
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Figure 2: Spatial-Adaptive Encoder

Figure 3: Spatial-Adaptive Feature Extractor
filter F𝐿+2−𝑖 . F𝑘 (·), 𝑘 = 1, .., 𝐿 + 1 − 𝑖 , applies the filter F𝑘 to the
feature. 𝑓 𝑙𝑎𝑡𝑡𝑒𝑛(𝑎, 𝑏) flattens the feature 𝑎 to a vector based on the
mask 𝑏. A smaller index of the mask corresponds to more filters
and hence more compact compression. As shown in Figure 3, the
mask 𝑚̂1 indicates the bottom-right ℎ2 ×

𝑤
2 block in the input image

will be processed by filters F1, F2, and F3.
The adaptively filtered feature 𝑑 is the concatenation of all fil-

tered features:

𝑑 = 𝑣1 ∥ ... ∥ 𝑣𝐿+1 = (𝑑1, ..., 𝑑𝑁 ), (11)

where N is the length of 𝑑 .

4.3 Quantization & Lossless Encoding
We adopt the learning-based quantization technique [1] in the quan-
tization module. It maps each value in the adaptively filtered feature
𝑑 to one value in a set of quantization centers 𝐶 = {𝑐1, ..., 𝑐𝐾 } ⊂ IR.
The lossless encoding module applies run-length encoding (RLE)
and Huffman coding to the quantized feature 𝑑 = (𝑑1, ..., 𝑑𝑁 ) and
the filtering masks 𝑚̂𝑖 , 𝑖 = 1, ..., 𝐿, to reduce the data size.

5 GENERATIVE DECODER
The generative decoder consists of the lossless decoding module,
the adaptive up-sampling module, and the generative network as
shown in Figure 4.

5.1 Lossless Decoding
The lossless decoding module decodes the compressed data 𝑧 to
recover the quantized features 𝑑 and the masks 𝑚̂𝑖 , 𝑖 = 1, ..., 𝐿 (the
(𝐿+1)-th mask can be derived from previous 𝐿masks). It technically
reverses the operations of Huffman coding and RLE.

5.2 Adaptive Up-Sampling
The adaptive up-sampling module processes the quantized features
𝑑 to obtain the feature𝑔 ⊂ IR3×

ℎ
4 ×

𝑤
4 , which will be used as the input

to the generative network. The adaptive up-sampling module is
implemented by up-sampling𝑑 based on themasks𝑚̂𝑖 , 𝑖 = 1, ..., 𝐿+1,
with the nearest neighbor principle. The restored features 𝑔 can be
represented by Equation 12.

𝑔 = 𝑔 (𝐿+1) ⊙ 𝑚̂1 + ... + 𝑔 (1) ⊙ 𝑚̂𝐿+1, (12)

where 𝑔 (𝑖) denotes the feature map that is processed by a sequence
of filters F𝑘 , 𝑘 = 1, ..., 𝑖 , quantized, and then up-sampled to the size
ℎ
4 × 𝑤

4 with the nearest neighbor principle:

𝑔 (𝑖) = 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒 (𝑄 (F𝑖 (...(F1 (𝑔)))), 𝑖), 𝑖 = 1, ..., 𝐿 + 1, (13)

where 𝑄 denotes the quantization step described in Section4.3.
To better learn parameters of DCCOI, we replace Equation 12

with the differentiable soft filter function as shown in Equation 14
during backward propagation.

𝑔 = 𝑔 (𝐿+1) ⊙ ¤𝑚1

+ 𝑔 (𝐿) ⊙ (1 − ¤𝑚1) ⊙ ¤𝑚2
+ ...

+ 𝑔 (2) ⊙ (1 − ¤𝑚1) ⊙ ... ⊙ (1 − ¤𝑚𝐿−1) ⊙ ¤𝑚𝐿
+ 𝑔 (1) ⊙ (1 − ¤𝑚1) ⊙ ... ⊙ (1 − ¤𝑚𝐿),

(14)

where ¤𝑚𝑖 , 𝑖 = 1, ..., 𝐿, represents the context map𝑚𝑖 up-sampled to
the size ℎ ×𝑤 (Equation 8).

5.3 Generative Network
The generative network computes the reconstructed image 𝑥 ′ using
the restored image feature 𝑔. It is composed of the self-attention
layer, the residual transposed convolution layer, and the single-
layer convolution as illustrated in Figure 4. The self-attention layer
is added for the enhancement of the spatial dependency during the
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Figure 4: Generative Decoder

reconstruction of the image [27]. The residual transposed convolu-
tion layer expands the dimension of the input feature map to the
original size of the image [3, 11].

6 IMPLEMENTATION
The loss function of the DCCOImodel consists of the reconstruction
loss, the pooling loss, the entropy penalty, and the orthogonal
regularizor as shown in Equation 15.

L𝐷𝐶𝐶𝑂𝐼 = L𝑅𝑒𝑐𝑜𝑛 + 𝛾1L𝐹𝑖𝑙𝑡𝑒𝑟 + 𝛾2L𝐸 + 𝛾3L𝑂𝑟𝑡ℎ . (15)

The reconstruction loss aims at distilling knowledge from the
vision app 𝑉 and making the reconstructed image behave in a
similar way as the original image does regarding the vision app.
We denote the output of the 𝑖-th layer of the model of the vision
app 𝑉 as 𝑉 (𝑖) (𝑥), 𝑖 = 1, ..., 𝐿𝑉 , where 𝑥 is the input of the network
and 𝐿𝑉 is the total number of layers of 𝑉 . The reconstruction loss
is formulated as in Equation 16.

L𝑅𝑒𝑐𝑜𝑛 =
∑
𝑖∈𝑆




𝑉 (𝑖) (𝑥) −𝑉 (𝑖) (𝑥
′
)




2
, (16)

where 𝑆 is the set of selected layers. We select the input layer and
the output layers of all Cross Stage Partial (CSP) bottlenecks in the
YOLOv5 network to supervise the training.

The filter loss aims at suppressing the size of spatially filtered
features. Intuitively, the filter loss can be simply represented by the
size of spatially filtered features using the masks 𝑚̂𝑖 , 𝑖 = 1, ..., 𝐿 + 1:

L𝐹𝑖𝑙𝑡𝑒𝑟 =
1
4𝐿

⊕ 𝑚̂1 + ... +
1
41

⊕ 𝑚̂𝐿 + ⊕𝑚̂𝐿+1, (17)

where ⊕𝑚 represents the sum of all elements in the matrix𝑚 and
⊙ represents element-wise multiplication. The coefficient 1

22×𝐿 ac-
commodates the fact that different masks are responsible for com-
pression with different comression rates.

To better learn parameters of DCCOI, we rewrite Equation 17
as the differentiable soft filter loss in Equation 18 during backward
propagation.

L𝐹𝑖𝑙𝑡𝑒𝑟 =
1
4𝐿

⊕ ¤𝑚1

+ 1
4𝐿−1

⊕ ((1 − ¤𝑚1) ⊙ ¤𝑚2)

+ ...

+ 1
41

⊕ ((1 − ¤𝑚1) ⊙ ... ⊙ (1 − ¤𝑚𝐿−1) ⊙ ¤𝑚𝐿)

+ ⊕((1 − ¤𝑚1) ⊙ ... ⊙ (1 − ¤𝑚𝐿)),

(18)

where ⊕𝑚 represents the sum of all elements in the matrix𝑚 and
¤𝑚𝑖 , 𝑖 = 1, ..., 𝐿, represents the context map𝑚𝑖 up-sampled to the
size ℎ ×𝑤 (Equation 8).

The entropy penalty suppresses the average information in
quantized feature values 𝑑 for better performance in entropy en-
coding. Lower average information means the entropy coding can
compress the quantized feature values more compactly. We borrow
the concept of the Shannon entropy[22] to evaluate the average
information and formulate the entropy penalty in Equation 19.

L𝐸 = −
𝐾∑
𝑘=1

𝑝𝑘 log𝑝𝑘 , (19)

where 𝐾 is the number of quantization centers and 𝑝𝑖 represents
the probability of a feature value being quantized to the 𝑖-th quanti-
zation center. To allow the entropy loss to be backward propagated,
we represent the probability with the softmax function as shown
in Equation 20.

𝑝𝑘 =
1
𝑁

𝑁∑
𝑖=1

𝑒𝑥𝑝 (− ∥𝑑𝑖 − 𝑐𝑘 ∥2)∑𝐾
𝑗=1 𝑒𝑥𝑝 (−



𝑑𝑖 − 𝑐 𝑗 

2) , (20)

where 𝑑𝑖 , 𝑖 = 1, ..., 𝑁 , is the 𝑖-th feature value and 𝑐 𝑗 , 𝑗 = 1, ..., 𝐾 , is
the 𝑗-th quantization center.

The orthogonal penalty is added to let the encoder 𝐸𝜃 meet the
Set-Restricted Eigenvalue Condition, which ensures that the image
can be recovered from the compressed data [26]. The orthogonal
penalty is formulated in Equation 21.

L𝑂𝑟𝑡ℎ =




𝐸′𝑇
𝜃
𝐸
′

𝜃
− 𝐼





2
, (21)

where 𝐸′

𝜃
∈ IRℎ𝑒 ·𝑤𝑒 ·𝑐𝑖×𝑐𝑜 is a matrix transformed from the convo-

lution kernel of the encoder 𝐸𝜃 ∈ IRℎ𝑒×𝑤𝑒×𝑐𝑖×𝑐𝑜 . 𝐼 is the identity
matrix.

7 EVALUATION
7.1 Methodology
Application. We conduct the evaluation on an object detection-
based application. In this application, we apply YOLOv5 [12] to
detect objects in the COCO 2017 dataset [15]. The performance
metric we adopt is the mean average precision (mAP) [7].

Hardware. The spatial-adaptive encoder is implemented on
two end devices: Raspberry Pi 4 Model B (RPi) and NVIDIA Jetson
Nano (Nano). Raspberry Pi 4 Model B is equipped with a Quad-core
Cortex-A72 CPU @ 1.5GHz. NVIDIA Jetson Nano is equipped with
a Quad-core Cortex-A57 CPU @ 1.5GHz and a 128-core NVIDIA
Maxwell architecture-based GPU. The generative decoder and the
vision application are implemented on two Linux desktops as edge
servers. One Linux desktop (RTX) is equipped with an Intel Core
i7-9700K CPU @ 3.60GHz and two NVIDIA GeForce RTX 2080 Ti
GPU. The other Linux desktop (GTX) is equipped with an Intel
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Core i9-8950HK CPU @ 2.90GHz and one NVIDIA GeForce GTX
1080 GPU. The end device is connected to the Internet via WiFi or
LTE, as detailed below. The edge server is connected to the campus
network via a 1Gbps cable.

Networking.We consider two network conditions in the eval-
uation: WiFi and LTE. For WiFi, we adopt the 802.11ac standard
with a frequency of 5 GHz and a bandwidth of 450Mbps. For LTE,
we choose 4G LTE with an upload bandwidth of 50Mbps.

Baselines. 1) JPEG [10]: the de facto standard for image com-
pression. 2) WebP [9]: an image format that is optimized to create
smaller images on the website. 3) Intp: an approach that performs
encoding by evenly down-sampling the image data before trans-
mission on the end device. The image is decoded via the bilinear
interpolation method on the edge server. 4) DeepCOD [26]: the
state-of-the-art offloading approach that compresses the image via
a single-layer CNN, a quantization module, and an entropy encod-
ing module. The image is reconstructed using a generative model.

7.2 Accuracy-Rate Trade-off
Figure 5 demonstrates the accuracy-rate trade-offs of DCCOI and
baselines in object detection, where each point represents the com-
pression rate and the mAP of a compression configuration. Only
meaningful configurations, whose accuracy is greater than that
of DeepCOD, are kept in Figure 5. Among JPEG, WebP, and Intp,
WebP achieves the best accuracy-rate trade-off. Specifically, WebP
achieves a compression rate of 0.024 with an mAP of 0.5, which
is slightly better than the compression rate of JPEG (0.036) at a
similar mAP of 0.502 and significantly better than Intp. DCCOI
and DeepCOD both greatly improve the accuracy-rate trade-off
of others. DeepCOD achieves an mAP of 0.499 with a compres-
sion rate of 0.00489 while DCCOI achieves an mAP of 0.502 with
a compression rate of only 0.00390. DCCOI roughly reduces the
offloading size of JPEG and WebP by a factor of 9 and 6 with similar
accuracy, respectively. In contrast to DeepCOD, DCCOI reduces
the offloading size by 20.2% with similar accuracy.

To summarize, DL-based compression techniques achieve much
better accuracy-rate trade-offs than other approaches. DCCOI out-
performs DeepCOD by a roughly 20% reduction in the offloading
size with similar accuracy.
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Figure 5: Accuracy-compression rate trade-offs (YOLOv5).

7.3 End-to-end Analysis
Based on the choices of the end device, i.e., RPi and Nano, and the
edge server, i.e., GTX and RTX, we build four hardware architec-
tures integrating different end devices and edge servers, which are
denoted by RPi GTX, RPi RTX, Nano GTX, and Nano RTX. For
the fair comparison of different approaches, we configure all ap-
proaches to produce similar accuracy with the maximum difference
in mAP being only 0.003.

Figure 6 and Figure 7 present the end-to-end offloading latency
using WiFi and LTE, respectively. When using WiFi, DeepCOD
achieves the lowest end-to-end latency while the end-to-end latency
of DCCOI is close to that of DeepCOD. When using LTE, DCCOI
consistently achieves the lowest end-to-end latency, which reduces
the latency of DeepCOD by roughly 40% and reduces the latency
of JPEG by approximately a factor of 5. The compression overhead
(Enc) of DCCOI is consistently lower than 50ms.

RPi GTX RPi RTX Nano GTX Nano RTX
0

50

100

150

200

T
im

e
 (

m
s
)

D
C

C
O

I
D

e
e
p
C

O
D

J
P

E
G

W
e
b
P

In
tp

Enc Net Dec

Figure 6: End-to-end offloading latency using WiFi

RPi GTX RPi RTX Nano GTX Nano RTX
0

1000

2000

3000

4000

5000

6000

7000

T
im

e
 (

m
s
)

D
C

C
O

I
D

e
e
p
C

O
D

J
P

E
G

W
e
b
P

In
tp

Enc Net Dec

Figure 7: End-to-end offloading latency using LTE

In summary, DCCOI and DeepCOD achieve the lowest end-to-
end latency when using LTE and WiFi, respectively. The compres-
sion overhead of DCCOI is lower than 50ms on RPi and Nano.

8 CONCLUSION
We present DCCOI, a lightweight, context-aware, and bandwidth-
efficient offloading framework for images. DCCOI significantly re-
duces the offloading bandwidth using a small compression overhead
when compared to existing compression techniques with similar
accuracy.
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