Name: _________________________________

Student ID : _____________________________


IT-101 Section 001

Fall 2002
Homework #1

Due September 24 at the beginning of class (4:30 p.m.)

Please print out and fill in…you must show your work so I can see you understand concepts, and because it will be required on the exams.

1.  What was the first IT breakthrough (I'll accept one of two answers)?

Cave paintings or the invention of writing  (languages)


2.  (Circle the right words in this sentence)  The LSB is the (bit, byte) that is represented on the (left, right) hand side of a group of (bits, bytes).

3.  Circle the LSB and draw a square around the MSB:




1  0   1   0   1   1   1   1

4.  Convert the following to binary representation (show your work i.e. your division):


a.  1610

10000

b.  510

101

c.  10010
1100100

d.  35910
101100111


e.  102210
1111111110


5.  An even decimal number, when converted to binary, will always end in a (0, 1) and an odd decimal number, when converted to binary, will always end in a (0, 1).

6.  Convert the following binary representations into their decimal equivalents (and show your work i.e. (1x24) + (0x23) + ……)


a.  1 0 1


5


b.  1 1 1 0


14


c.  1 0 0 0 0 1


33


d.  1 1 0 1 1 0 1

109


e.  1 1 1 1 1 0 0 0 

248

7.  When used in a code, 6 bits can represent how many symbols? ______64_____
8.  When used in a code, 10 bits can represent how many symbols? ______1024______

9.  How many bits are needed to encode the upper case Hawaiian alphabet (12 letters)?  4
10.  How many symbols could your code in question 9 represent? ________16_ Account for any differences between the theoretical and actually used number of symbols. 

Bit groups can represent quantities in powers of 2.  Four symbols are "wasted" encoding an alphabet of 12 letters when four bits can represent 16 symbols.

11.  A Chinese character (symbol) typically represents (more, less) information than an English character (symbol).

12.  Convert the following to BCD format:

a) 8910     
1000 1001
b) 54310 
 0101 0100 0011
13.  How many bits does standard ASCII code use?       7
14.  How many bits does extended ASCII code use?      8
15.  Using ASCII code, covert the following text string to its binary equivalent (The quotation marks are included as part of the text to be converted):

‘The price for Coffee is $2.00’
1100000 1010100 1101000 1100101 0100000 1110000 1110010 1101001 1100011 1100101 0100000 1100110 1101111 1110010 0100000 1000011 1101111 1100110 1100110 1100101 1100101 0100000 1101001 1110011 0100000 0100100 0110010 0101110 0110000 0110000 0100111 

16.  How would you represent the binary string in the solution to problem 15 in hexadecimal representation?

60 54 68 65 20 70 72 69 63 65 20 66 6F 72 20 43 6F 66 66 65 65 20 69 73 20 24 32 2E 30 30 2C

17.  What hexadecimal number is equivalent to 1110? 

B16
18.  A single hexadecimal digit (symbol) represents how many bits?   4

19. Convert the following Hex numbers to octal form:

a) 2F16             578
b) ABC816      1257108
c) D4416
       65048
20.  How many bits are in a byte?     8
21.  How many bytes are in 2 GB (show your work)?

2 x 230 =  2,147,483,648 = 231 Any of these answers are acceptable.
22.   To what power is 2 raised to represent a Terabyte? 40 (240)
23.  The abbreviation Kbps stands for: Kilo bits per second

24.  Kbps is related to (storage capacity, data rate).

25.  The abbreviation MB stands for: Mega Byte

26.  MB is related to (storage capacity, data rate)


27.  Parity bits provide for (error correction, error detection, both).

28.  For the following bit strings, add the correct even parity bit:


a.  111_1__


b.  00_0__


c.  010_1__


d.  0010101__1_

29.  For the following bit strings, add the correct odd parity bit:


a.  111_0__


b.  00_1__


c.  010_0__


d.  0010101__0_


30.  Repetition coding provides for (error correction, error detection, both).

31.  Coded with repetition coding, which bit group(s) have an error, and what should the correct value be?

000
101
011
111
001
010
110




         111      111
         000      000      111

32.  Using the redundancy coding presented in the lecture, add the appropriate even parity bits and compute the check word using odd parity (don't forget that the check word parity bit is even!)

10
11
00
01
10
11

101
110
000
011
101
110   101
33.  Based on the same redundancy coding scheme used in lecture, detect and correct any errors present in the following (the last bit "word" is the check word):

0 1 1
1 1 0
1 1 0
1 1 1
0 0 0

Fourth "word" is in error (fails even parity check).  Checking first bits in each column "word" for odd parity checks OK.  Checking second bits in each column "word" results in an even number of bits--fails for odd parity.  We know then that the second bit in the fourth "word" is the bit in error…it should be a 0.
34.  Using our IT101 Redundancy Error Checking Protocol (Even Parity bits, Odd Parity check word computation, Even Parity bit to the check word), detect and correct any errors you find (last three bits are the check word):

a.  101 011 110 100 110

word should be 000

b.  110 100 000 110 110

word should be 000

c.  010 011 011 011 110  (note: this one is tricky)
word should be 011 

(error is in parity bit)
35.  A continuous function would require how many bits to encode every value of the function?

It would require an infinite number of bits (very tough to do!).
36.  Circle the below systems that are characterized as analog (represent continuous functions):


a.  Mercury Thermometer



b.  Phonograph recording


c.  DVD





d.  Dial Gas Gauge


37.  T     F    Precision can be increased with more bits being used in a code scheme.

38.  How many bits would be needed for a digital thermometer that could measure across a 100 degree Celsius range in increments of a tenth of a degree?

100 degrees x 10 tenths/degree = 1000 steps to be encoded  


1024 is nearest 2N number larger than 1000--1024 is equal to 210--10 bits are needed
39.  Convert the following decimal values to their 2's complement binary equivalents:

a.  8
11000




b.  -8
01000
c.  -54
0001010



d.  15
10001
e.  -27
000101



e.  -99
0011101
40.   Name two Organizations that are responsible for setting protocols related to Information Technology:

a.  _________See Slide 14 of Lecture#5-many organizations are acceptable answers__
41.  High-level Data Link Control uses which of the following to indicate the beginning and end of a transmitted frame:

a.   Start and Stop bits



b.  Check Word


c.  Flags




d.  A nibble

42.  Bit stuffing, or Zero Bit Insertion, is a technique used to ensure a uniquely identifiable (flag, check word) in (HTTP, FTP, HDLC, POP).

43.  The value pi can be represented in many forms.  Which would be the most efficient way to represent pi for transmission?

a.  22/7





b.  3.1415


c.  





d.  pi

44.  Assuming that each of the below events are independent of each other, compute the probability of each combination of events:

Event A (p) = .40
Event B (p) = .30   Event C (p) = .20
  Event D(p) = .10

a.  Event A followed by Event A:  ____.40 x .40 =.16_____________________________
b.  Event B followed by Event B:  ______.30 x .30 = .09_________________________
c.  Event B followed by Event D:  ______.30 x .10 = .03__________________________
d.  Event A followed by Event C: ______.40 x .20 = .08___________________________
45.  Using the results from problem 44, which event should we assign:

a.  The shortest code? Event A followed by Event A 
b.  The longest code? Event B followed by Event D
46.   The following events have been coded, and are shown with their relative probabilities.  Compute how "good" the code is at representing the events (see page 119 in your text).

a.  Event I:  0  (.5)  Event J: 10 (.2)  Event K: 110 (.15)  Event L: 111 (.15)

(1)(.5) + (2)(.2) + (3)(.15) + (3)(.15) =  1.8 bits/event (note I didn't tell you how many independent events make up each lettered Event)
b.  Event M: 0 (.3)  Event N: 10 (.3)  Event O: 110 (.2)  Event P: 111 (.2)

(1)(.3) + (2)(.3) + (3)(.2) + (3)(.2) = 2.1 bits/event
47.  Construct a Huffman code tree, and code table for the following events:

p(Event A) = .5  p(Event B) = .3  p(Event C) = .2

see last pages for Huffman trees
48.  Construct a Huffman code tree, and code table for the following events:

p(Event A) = .4  p(Event B) = .3  p(Event C) = .1  p(Event D) = .1  p(Event E) = .05  p(Event F) = .05

see last pages for Huffman trees
49.  Construct a Huffman code tree, and code table for the following events (this one is a challenge…you might even have to move some things around to make it nice and neat!):

p(Event A) = .2  p(Event B) = .2  p(Event C) = .15  p(Event D) = .12  p(Event E) = .1  p(Event F) = .09 p(Event G) = .07  p(Event H) = .07

see last pages for Huffman trees
50.  Using the following Huffman tree, decode the strings found below


a.  00101111111000
( A A B C C C B A A
b.  1001111100010111011011
( B A C C B A A B C B C A C
c.  11100010111010111100
( C B A A B C B B C C A A

51.  T   F  You must know before hand the probabilities of occurrence of the bit combinations when you are encoding with Lempel-Ziv Universal Coding.

52.  When we want to digitize an image from the real world, we have two things to consider.  The first is that an image we want to capture is a continuously variable function, requiring an infinite number of bits to perfectly represent.  However, we can take advantage of what in order to construct a useful digital imaging system?

__________The limitations of human vision.  ________________________________

53.  What is the smallest unit of representation for visual information by a digital system?

The Pixel
54.  How many rows of pixels are needed to form a line so that a human viewer can distinguish the presence of the line?


a.   1





b.   2

c.   3





d.   4

55.  What are the three colors used by digital systems that when varied can reproduce any other color?

Red, Green, Blue
56.  What are the three other visual parameters that can be varied in order to provide shading and intensity of color?

Hue, Luminance, Saturation
Problem 47 Solution:








A = 0








B = 10



       1.0



C = 11

Problem 48 Solution A:









A = 0








B = 10








C = 110








D = 1110








E = 11110








F = 11111

Problem 48 Solution B:










A = 0










B = 10










C = 1100










D = 1101










E = 1110










F = 1111

Problem 49 Solution:

This one is tricky!  The original probability ordering is:


When we begin to pair up events by probability, it turns out that we must move Event D in order to maintain our "neat" tree.




A = 00

B = 01

C = 100

D = 110

E = 1010

F = 1011

G = 1110

H = 1111
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