IT-101 Section 001

Review of concepts for 1st Mid-term exam

Go over the following list and make sure you are able to answer all of them before the exam. If you are very comfortable with these, you will score really high!- good luck

From Lectures 1 and 2:
-The general definition of Information Technology

-The components of information systems

-The components of communication systems

-Difference between analog and digital systems/signals

-Some examples of analog and digital technologies 

-Advantages of digital technology over analog technology i.e.: why we convert analog signals to digital form

From Lectures 3 and 4:
-Difference between a bit and a byte

-Why computers use binary

-Determine the number of bits necessary to represent a finite amount of information (e.g.: 8 different things can be represented by 3 bits)

-Given a finite number of bits, determine the possible combinations (patterns) that can be generated using this finite number of bits (e.g: 3 bits can represent 8 different patterns)

-Differentiate between the prefixes used for storage/capacity (KB, MB, GB) and the prefixes used for data transmission (Kbps, Mbps, Gbps)

-Know the binary multipliers: Kilo, Mega and Giga. i.e.: Kilo: 210,   Mega: 220 , Giga: 230 (No need to know the rest: tera, peta, etc…)

-Given the number of Bytes of storage, calculate the number of bits

-Convert from decimal to binary and vice versa

-Explain why we need to convert from decimal to binary

-Calculate the 2’s complement of a decimal number

-Explain the reason we need to convert a number to 2’s complement form

-Convert from decimal to BCD and vice versa

-Convert from binary to octal and vice versa

-Convert from binary to hex and vice versa

-Convert from octal to decimal and vice versa

-Convert from hex to decimal and vice versa

-Convert from octal to hex and vice versa

-The difference between octal and hex

-Why we need different numbering systems

-Why we need ASCII, and where is it used?

-Convert alphanumeric characters into binary and vice versa given the ASCII table

From Lectures 5 and 6:
-Why do we need error detection/correction?

-Why are errors caused during transmission/storage of information?

-Identify systems that use error correction

-The different methods used to detect and/or correct errors: parity checking, repetition, redundancy code word checking

-The cost involved with adding redundancy (error detection/correction feature) to a bit stream

-Given a received sequence of bits, identify and correct the bits that are erroneous (same as HW questions)

-Why we need protocols

-Name some IT some protocols

-Problems with protocols

-What is HDLC and where is it used?

-The use of the flag bit in HDLC

-Why we need to compress information

-The difference between variable length codes and fixed length codes

-What is the underlying principle for information compression in Huffman coding?

-Given the probability of different events, construct a Huffman code tree and identify the codes for each event

-Decode a bit stream given a Huffman code tree

-The disadvantage of Huffman coding

From Lectures 7 and 8:
-What is meant by a pixel

-The steps involved in converting an analog image (gray scale and color) to digital

-The effect of reducing/increasing the number of pixels in an image while converting to digital (spatial resolution)

-The effect of reducing/increasing the number of bits used to represent each pixel (brightness resolution)

-The difference between RGB and HLS color systems

-Given a signal waveform, calculate the frequency, period and amplitude

- The steps involved in converting an analog audio signal to digital (no quantization included for this exam)

- Explain why we need to sample an audio signal 

-Explain the concept of information loss as a result of sampling

- Explain what is meant by the Nyquist minimum sampling frequency

- Given a signal with a certain frequency, calculate the Nyquist sampling frequency

