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1.0  
Introduction 

Evaluation is a data gathering process that determines the worth, strengths and weaknesses of instruction (Tessmer, 1993).  In simpler words, evaluation is used for the purpose of making judgments about the worth and success of people, things, lessons, programs and projects (Morrison, Ross and Kemp, 2004).  As reflected by these definitions, evaluating instruction is essential in the instructional design process. The generic goal of most evaluations is to provide "useful feedback" to a variety of audiences including sponsors, client-groups, administrators, staff, and other relevant stakeholders.  The evaluation tasks involve collecting and sifting through data about the instruction from various information sources, using a variety of data gathering techniques.  

There are mainly two types of evaluation: formative and summative.  Formative evaluation is a judgment of the strength and weaknesses of instruction in its developing stages, for the purposes of revisiting the instruction to improve its effectiveness and appeal (Tessmer, 1993).  In contrast, the purpose of summative evaluation is to collect, analyze and summarize data to present to decision makers so that they can measure the effectiveness, appeal and efficiency of instruction during or immediately after implementation (Smith & Ragan, 1999).  A key distinction between formative and summative evaluation is that the former is designed to improve the current product/process while the latter is intended for future improvements.  
The typical techniques used during formative evaluations include: self-evaluations, expert reviews, one-to-one trials, small group trials and field tests (Tessmer, 1993).  Examples of a range of techniques used for summative evaluations include: pretest-posttest with one group, analysis of costs and payoff outcomes (Smith & Ragan, 1999).  For the purposes of improving our design at this stage of the project, we will conduct a formative evaluation.  We will not conduct a summative evaluation for this evaluation plan because our system has not been launched yet.

Formative evaluation is the essential "lifeblood" of the instructional development process (Reeves, 1993).  The purpose of an evaluation is to help measure gaps by determining the importance and effectiveness of a program.  By conducting formative evaluation, we will be able to catch deficiencies in our system so that the proper intervention can take place.  The research that takes place helps in determining the connection between the system and the user’s workflow.  By obtaining feedback about our system we are able to better link outcomes to objectives and provide a form of quality control (Clark, 1995). 
Various instructional design models like ADDIE, Dick & Carey (1990), Kemp (2001), and the Integrative Learning Design Framework for Online Learning (Dabbagh & Bannan-Ritland, 2005) also have formative evaluation as an ongoing process in their framework.  Formative evaluation impacts all phases of the instructional design process as it is revisited at various stages to polish and refine the project.  
For the evaluation research plan of the T/TAC Online project, we will ‘zoom in’ to how we will conduct our formative evaluation so we can determine whether the developed product actually meets project goals.  The purpose in evaluating this system is to ensure that our mission and goals are aligned with our product.

We will follow the below mentioned phases of formative evaluation by Thiagarajan (1991).  We will also incorporate Kirkpatrick’s (1998) levels of evaluation and usability testing procedures as part of this evaluation research plan. 
Six Phases of Formative Evaluation
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Note. Adapted from Formative Evaluation in Performance Technology (pp. 22-34), by Thiagarajan, 1991, Performance Improvement Quarterly, 4(2). 

2.0  
Project Description
T/TAC is the Virginia Department of Education’s Training/Technical Assistance Centers for persons serving children and youth with disabilities.  

T/TAC Online is a website that supports the goals of T/TAC by providing a community that links people with resources.  It is designed for information, resources, and training to be available in a timely manner.  The School Improvement Section of T/TAC Online is a site that was created to provide teachers, administrators, and parents with an up-to-date, searchable database of Local Improvement Plans (LIPs) from around the state.  George Mason University has partnered with Virginia Department of Education to produce a low cost, low maintenance online delivery system (website).  This system offers and delivers up-to-date, timely, accessible and usable information, training, support and assistance to service providers in the state of Virginia.  

A Local Improvement Plan (LIP) consists of a seven section proposal focused on the five goals which are part of the Virginia Special Education Improvement Plan and relates to three strategic directions of the Virginia Department of Education that determine the release of federal money to support schools in Virginia.  Subsequent to the implementation of the proposal, a progress and evaluation report on the implementation of the proposal is added to the LIP.  These LIPs provide opportunities for teachers, administrators, and parents to learn about successful strategies, share information, develop contacts, and build statewide communities of practice for all those concerned with the quality of education for students with disabilities.  

Currently, there is no central location where LIPs and their corresponding reports are stored.  There is no standard process for sharing this data so that it can serve as a resource for Virginia state educators and support accountability systems in the state.  In addition, there is no standard format by which to submit this data.
Our mission is to enhance the exchange of information amongst educational professionals and the general public in order to facilitate the continued development of a shared community of practice.  

The T/TAC Online project entails enhancing the School Improvement section of the T/TAC Online web site (http://ttaconline.org) so that up-to-date information will be available to be searched and viewed by website users.  Our goal is to build upon the School Improvement section of the T/TAC Online site by enabling the T/TAC users to easily input Local Improvement Plans, which include proposals and their corresponding reports by:
i. formatting data through a standardized process, including the use of clearly defined terms, streamlined procedures, consistent interfaces and the ability to modify data.
ii. requiring little or no extrinsic support.
iii. reducing the duration of time between the completion and online dissemination of LIPs and corresponding reports.
3.0  
Purpose of Evaluation Research

To make a product usable and compelling, conducting research on your clients is vital.    Design teams must align the design of the product and the users’ needs.  “Unless the benefits and techniques of user-centered design and research are ingrained in the process, tools, and mind-set of the company, knowledge will do little to prevent problems” (Kuniavsky, 2003).  This phase of our project will have an overall shift in perspective from how the system is being created to how it will be used.  According to Kuniavsky (2003), simply knowing what the users want is not enough to get users to continue using the product.  In order for a design team to understand the customers experience they must value it, and know how to act on it.

To successfully carry out the necessary measures to ensure a usable online system we are using the “ADDIE” model displayed below.  This model demonstrates the five instructional design phases that our team has followed for this project.  This project began in September 2004.  Between the months of September and December, we completed the first three phases (analyze, design, and develop).  At this point, we will focus on the development, formative evaluation and implementation stages.  We plan to deploy our product to our client by mid-April 2005. 
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Note. Adapted from Planning and Conducting Formative Evaluations (p.17), by Tessmer, 1997, London: Kogan Page.

4.0  
Evaluation Research Strategy

The purpose of the evaluation strategy is to determine whether Local Education Agency Contacts* perceive the T/TAC Online Local Improvement Plan input system to be efficient, useful, usable and acceptable.
* Local Education Agency Contacts (LEA Contacts) are referred to as the system’s users throughout this document
5.0  
Objectives

In order to implement the evaluation strategy, the design team first agreed upon objectives that state what the team will need to achieve initially in order to accomplish the above mentioned strategy.    

1. Determine what questions will allow the design team to verify if the system meets the project goals.

2. Identify content, design and technical experts who are qualified to review the system.

3. Develop expert review questions that will address the system in terms of content, design, and technicality. 
4. Develop usability goals. 

5. Develop realistic task scenarios that users will follow in order to test the system during usability testing.

6. Develop a questionnaire tool that will document users’ perceptions of the system after they test it.
7. Develop observation protocols which identify what the design team will note while observing users during usability testing.
8. Develop notation guidelines which identify how the design team will document, in writing, relevant observations made during usability testing.
6.0  
Social/Cultural Factors

It is important that the design team not only take into “the account the explicit organizational goals and outcomes”, the designer must also regard, “the more implicit social and cultural factors present in an organization that may significantly contribute to and impact the evaluation strategy” (Dabbagh & Bannan-Ritland, pg. 244). 

Our main focus is to provide a system that allows educators and the public to share information in order to improve the state educational system and support accountability systems in the state.  

“Considering the specific social and cultural context” and can increase “evaluation efforts, prevent obstacles, and encourage sharing and dissemination of useful results” (Dabbagh & Bannan-Ritland, 2005).  Below is a list of specific social/cultural factors that relate to our project.  

· T/TAC’s mission is to “improve educational opportunities and contribute to the success of children and youth with disabilities (birth - 22 years).” 
· Emphasis on collaboration in the planning and provision of services.
· Focused on meeting state and local staff development needs.
· T/TAC Online was developed to provide a “community linking people and resources to help children and youth with disabilities.”

· Website is modeled after a community of practice approach.
· A community of practice seeks to include different levels of participation so that individuals with common goals can share ideas for the sake of a bigger purpose.
· LIPs are written to request funds that are provided by the federal government. 
·  The federal government distributes funds to support legislation- No Child Left Behind (NCLB) and Individuals with Disabilities Education Act (IDEA).
· A main aspect of the legislation requires states to be accountable for using funding and addressing educational needs by reporting data.  

Resources

· Most of the users have access to the Internet and have used Microsoft Office applications.
· Staff have experience developing some type of electronic materials.
· Some users have high-speed Internet connections.
· Some users have experience in accessing information online.
Constraints

· Participating in the T/TAC Online “community of practice” is voluntary.
· Applying for Sliver Grant Funds by writing a LIP is voluntary.
· Users have different levels of experience in creating LIPs.
· Users may not be taught how to use the Online LIP Input system. 

· Promoting the Online LIP Input system will be difficult because users are scattered throughout the state and are employed by different counties.
· Internet connection speeds vary.
7.0  
Desired Results 

This evaluation should achieve the following desired results:
1) Market and promote our online system to our target audience.
· We would like our online system to be “different, recognizable, memorable and communicate its function in an easy way” (Kuniavsky, 2003).

2) Gauge the comfort level of our target audience in regards to our system.
· We want to make sure that our users achieve their desired tasks with ease, efficiency and effectiveness and leave the system feeling productive and satisfied when they're done.

When systems match user needs, satisfaction often improves dramatically.  In a 1992 Gartner Group study, usability methods raised user satisfaction ratings for a system by 40% (Bias & Mayhew, 1994).
3) Improve the style of our online system and its presentation.
· We want our users to move easily from one task to another with a usable navigation system. We want them to orient themselves through the process by providing a consistent and intuitive visual design.

“It's a fact: People won't use your web site if they can't find their way around it” (Krug, 2000).
4) Identify characteristics of potential users with existing aversions to online systems and pinpoint strategies to combat this deficiency in motivation.
· We would like to identify the past experiences of our users with online systems and pinpoint issues in the system that has made them hesitant to use other online systems.  We would like to find out which factors have negative influences on them.

5) Recognize and defuse the potential frustration of our target audience.
· We would like our users to achieve their goals without getting lost or frustrated by reducing the number of mistakes made and by requiring a minimum number of keystrokes or mouse-clicks.

More than 83 percent of Internet users are likely to leave a website if they feel they have to make too many clicks to find what they're looking for, according to Andersen's (2001) latest Internet survey (cited by Usability Professionals’ Association, 2004).
Note. These desired results were drawn from Horton, (2001)
8.0  
Levels of Evaluation Research

The evaluation performed by our group will apply Kirkpatrick’s (1998) four levels of evaluation.  Kirkpatrick’s four levels are widely used and have led to the development of methods and strategies for assessment and evaluation in various fields.  The four levels are as follows:


Level 1: Reaction


Level 2: Learning


Level 3: Behavior


Level 4: Results

Note. From Kirkpatrick's Four Levels of Evaluation, in Encyclopedia of Educational Technology, Hoffman (Ed.), (2004), http://coe.sdsu.edu/eet/Articles/k4levels/start.htm
Level 1 and 2 evaluations are more likely to occur during formative evaluation phases than levels 3 and 4, which are more accurately applied during summative evaluation phases.  For the purposes of our formative evaluation, we will extensively apply the theories and practices rooted in a level 1 evaluation. 

8.1  
Level 1 Evaluations

Level 1 or reaction evaluations gauge the learner’s response to training.  This type of evaluation can also be referred to as popularity training, gauging learning satisfaction with the training or online learning environment (Horton, 2001).  

We have chosen to perform a Level 1 evaluation because our desired results, mentioned above, align with what level 1 evaluations measure-- user perceptions (Horton, 2001).
8.2  
Level 2 Evaluations
Level 2 or learning evaluations measure the extent to which learners change attitudes, gain knowledge or increase skill in online training (Dabbagh, Bannan-Ritland, 2005).  A level 2 evaluation is not appropriate in this stage of the project because “teaching” and “learning” are not part of our project goals (see 2.0 Project Description).  We have developed a system that will transfer a job responsibility from a single person’s “data entry” task and place it in the hands of those who actually develop the LIPs.  Our target audience will already be familiar with or have previously developed LIPs and therefore, our system does not aim to re-teach this process.  

8.3
Level 3 and 4 Evaluations
Level 3 or behavior evaluations address the transfer of knowledge or skills to another context as evidence of a change in performance or behavior (Dabbagh & Bannan-Ritland, 2005).  Level 4 or result evaluations determine the broad impact of an online learning effort to the organization.  Both of these levels of evaluation would reveal critical and beneficial knowledge to our evaluation and overall online system.  The general purpose of the LIP section of T/TAC Online is to bring about change within the organization and enable the professionals that utilize the site to share their LIPs and develop more standardized LIPs, clearly communicating the necessary information in effective formats and in a timely manner.  We are focused more on impacting the practices of the organization as a whole, redistributing responsibilities and practices to improve overall organizational performance.  Level 3 and 4 evaluations will best measure the accomplishment of our goals; however, because our system has not yet been launched and several years must past to accurately measure the organizational changes that our project hopes to influence, we will not be performing level 3 or 4 evaluations.


9.0
Evaluation Stages

According to Smith and Ragan (1999) there are four stages of formative evaluation: design reviews, expert reviews, learner validation, and ongoing validation.  Learner validation includes one-to-one evaluations, small group, and field trials.  The image below aligns these four stages of formative evaluation with an ADDIE design model in order to depict when each stage typically occurs in the design cycle.  


Note. Based on Instructional Design (pp. 337-352), by Smith & Ragan,1999, Hoboken: John Wiley & Sons, Inc.
Tessmer and Wedman (1993) group these formative evaluation stages, which they refer to as “layers of formative evaluation,” according to necessity.  The four layers, in order of necessity, are: self-evaluation, expert review and one-to-one, small group, and field test.  Depending on the project’s constraints, different combinations of layers can be utilized effectively.  This approach considers which stage a project is in the development cycle typically when different modes of evaluation may be applied.  It also highlights the relationship between evaluation methods and the design team’s flexibility to revise the product.      

                                            Layers of Formative Evaluation

Note. From Planning and Conducting Formative Evaluations (p. 35), by Tessmer, 1993, London: Kogan Page.

During the analysis and design phases of this project, the design team conducted several design reviews/ self-evaluations.  For this phase of formative evaluation, the design team has determined to conduct expert reviews and one-to-one evaluations with the targeted audience, also known as usability testing.  This decision was based on the goals of the project and project constraints.  Due to project constraints the team will apply the first two layers of necessity, according to Tessmer’s model.  

Because this project began in September 2004 and has an April 2005 deadline the stakeholders have already invested a predetermined amount of money that has already been expended.  In order to complete the project before the April 2005 deadline and do so without any additional funds, the design team will:

1. Utilize experts that the design team has access to and will volunteer without any monetary benefit.
2. Conduct one-to-one evaluations with members of the target audience whom can meet with the design team before March 23rd and will volunteer without any monetary benefit.
3. Distribute surveys, which focus on the new system, to members of the target audience as a form of distance one-to-one evaluation with a return deadline of March 23rd .
10.0
Alignment of Level 1 Rationale and Evaluation Methods 

Our level 1 evaluation of the LIP system will utilize both formal and informal methods of evaluation.  We plan to evaluate our system through the use of: expert reviews and one-to-one evaluations, in the form of usability testing and surveys.

10.1
Expert Reviews


Expert reviews involve an expert in a certain area “reviewing a rough version of the instruction to determine its strengths and weaknesses” (Tessmer, 1993).  Usually expert reviews are conducted during the initial stages of a formative evaluation process (ibid).  Experts can provide specific recommendations, in their area of expertise, for revising instruction.  Guiding questions, which relate to the expert’s knowledge area, should be provided to the expert while she/he reviews the instruction.  Expert reviews are valuable in discovering major flaws; however, it is important to obtain various expert opinions that serve as information sources in order to cross-validate findings, a technique known as triangulation (Morrison, Ross & Kemp, 2004).  

From our expert reviews, we intend to collect feedback, reactions and suggestions about the various facets of our system.  We hope to receive feedback about our system’s design, its functionality and the accurateness of our content.  The team will perform expert reviews based on the following rationale:

· Improve the style of our online system and its presentation.
· Recognize and defuse potential frustration of our target audience.
10.2
One-to-One Evaluations

One-to-one evaluations consist of a designer implementing the instruction with individual learners.  The goal of a one-to-one evaluation is “to obtain descriptive information pertaining to the clarity, impact, and feasibility of initial versions of the instruction” (Morrison, Ross & Kemp, 2004).  A designer can identify problems in the instruction by observing representative learners experiencing the instruction and soliciting their feedback.  One-to-one evaluations are beneficial because they provide evaluation information “from the learner’s view point” (Tessmer, 1993).  These evaluations can be measured via observations, surveys, and/or interviews.  

10.2.1   Usability Testing

We will conduct usability testing as one form of one-to-one evaluation.  From usability testing sessions, we intend to generate interest in our system and acquire reactions from our actual users.  These one-to-one tests will provide us with crucial feedback about the potential success of our current system and allow us to collect feedback to help us better our system.  The team will perform usability tests based on the following rationale:
· Use our evaluation to market and promote our online system to our target audience.

· Gauge the comfort level of our target audience in regards to our system.

· Improve the style of our online system and its presentation.

· Identify characteristics of potential unmotivated users and pinpoint strategies to combat this deficiency in motivation.

· Recognize and defuse potential frustration of our target audience.

10.2.2   Surveys

We will distribute surveys as another form of one-to-one evaluation.  From our surveys, we intend to generate specific feedback about the users’ reaction to the system.  We will also spread knowledge about our system to a larger sample of our target audience and generate widespread interest in our system.  The use of surveys will allow us to collect general feedback from a more extensive group of intended users than the one-to-one usability tests will afford.  The feedback we collect from this stage of our evaluation research may support or refute the feedback received from the smaller sample of participants from the one-to-one tests.  The team will develop surveys based on the following rationale:

· Use our evaluation to market and promote our online system to our target audience.

· Gauge the comfort level of our target audience in regards to our system.

· Improve the style of our online system and its presentation.

· Identify characteristics of potential unmotivated users and pinpoint strategies to combat this deficiency in motivation.

· Recognize and defuse potential frustration of our target audience.

· Develop our evaluation skills through the simplest method of evaluation.
11.0 Formality or Informality of Methods 

We will conduct a low-intensity evaluation, which is “predominantly perception driven and does not attempt to quantify data or classify it to a specific degree” (Barksdale & Lund, 2001).  Characteristics of low-intensity level 1 evaluation methods include: “undefined Likert scales which allow for interpretation, open-ended questions, and broad data not tied to specific planning, quality and customer satisfaction objectives” (ibid).  We will use a mixture of formal and informal methods to collect data.

11.1
Expert Reviews

The expert reviews will be conducted in an informal, but structured manner, as follows:

	Design Experts
	Content Experts
	Technical Experts

	Three experts in the field of instructional design will evaluate the online system based on:

1. congruency between the system and project goals

2. consistency of the system in meeting project goals

3. functionality in terms of basic design principles


	Two experts in the content presented in the online system will evaluate the system based on:

1. completeness of content

2. accuracy of content

3. relevance of content to job performance


	Two technical experts will evaluate the online system based on: 

1. potential technical problems

2. functionality

3. interface design principles


· All questions will be predetermined by the team and will be consistent for each expert based on their area of expertise.

· The reviews will be formal 1-hour meetings, conducted over a 2-week time period, allowing sufficient time for redesign issues to be addressed prior to usability testing.

· The reviews will take place in face-to-face or conference calls when face-to-face meetings are not possible.

· Each expert review will be led by one member of the project team, who will provide each expert with a basic overview of the current project, client and task scenarios.

· The expert will be provided with 3 general task scenarios, addressing only possible user goals within that particular section of the site.

· The expert will provide feedback about whether or not, based on their area of expertise, they believe that the current prototype will meet users’ goals.

· They will provide the team with reasons for or against user goal accomplishment within the section and suggestions for possible alterations of the system that may aid in user goal accomplishment.

We have classified our expert reviews as informal because we have established relationships with most of our experts and most have knowledge of our system.  Additionally, conversations between the expert and the group may take place when pertinent issues arise during the reviews.  While we maintain informal relationships with our experts, we have developed formal review session procedures to elicit their honest and constructive feedback.

The expert reviews will not serve as usability tests.  The information we intend to collect from our experts will allow us to identify the strengths and weaknesses of our system.

We will organize the notes from each expert review in the following manner:


	Visual Design
	Interaction Design
	Navigation Design
	Information Architecture
	Directions

	· page layout 

· image

· fonts
	· interaction between user and system

· user input

· feedback
	· design and placement of menus and options
	· content chunking

· formatting

· categorizing

· placement


	· content and process directions


Upon completion of all seven expert reviews, we will compare and contrast feedback and identify the commonalities.  We will use the frequency of common responses to assign importance to possible re-design issues.  While we will prioritize issues according to frequency, our data will be analyzed qualitatively.  We will address the responses collected from our experts and apply them to system re-design. Our team, along with our programmer will perform a rapid redesign of our system prior to one-to-one usability testing.

11.2
One-to-One Usability Testing

The one-to-one usability tests will be conducted in formally as follows:

· The design team plans to observe between 4-8 members of the target audience in their place of work completing a few task scenarios which will allow users to simulate the completion of realistic tasks they will have to complete using the new system.

· The team will travel over a two week time frame to the actual job sites of Local Education Agency contacts (LEA contacts).

· The session will be approximately one hour long and will be conducted in teams of two along with the user.

· The user will be provided with verbal and written briefing statements and directions at the beginning of the session.

· The user will be given a questionnaire about their current computer skill set, familiarity with online systems and experience with writing Local Improvement Plans (LIPs).

· The user will then be given four task scenarios, along all the resources they would need to accomplish the test scenarios.

· The team members will observe the user as they proceed through the tasks, recording the number of errors, number of help requests, instances of confusion/frustration, as well as general observations.

· Upon the conclusion of each task, the user will be given a set of questions to answer.

· After completing the tasks, the users will be asked a set of predetermined questions about the system in order to solicit feedback about their perception of the system in terms of efficiency, usability, usefulness, and acceptableness.  

· The user will be debriefed at the conclusion of the session by the team members.

The formality of our sessions will help to ensure the most valid observations possible.

All one-to-one sessions will be as identical as possible, providing us with useful and beneficial feedback.  Unlike expert reviews, the members of the design team will not be familiar with the participants in the one-to-one usability tests.  

Upon completion of the usability tests, the team will synthesize the data collected and observations recorded.  The team will analyze the results through the calculation of frequencies and averages.  The team will then rank the most critical issues to be addressed during redesign and use the data collected through the surveys to confirm their importance.  The feedback and data collected from the one-to-one usability tests will provide the team with the clearest indication of the potential success of the system.  

11.3
Surveys

The survey method will be the most informal of our evaluation research and will be conducted as follows:

· The team will select 10-20 members of the target audience.  The survey users will be those that are located at a distance from the design team, outside of the Northern Virginia area.

· The team will distribute surveys that contain directions for surveying the system and the same predetermined questions.

· The surveys will be distributed and collected via e-mail over the same two-week period during which the usability tests will be conducted.

The team will have little or no control over the participants and the manner in which they investigate and test our system and therefore, the approach will remain informal.  

The surveys will allow the design team to:

a. Receive feedback from users in different parts of the state, making the sample pool of users tested more representative of the actual user population.

b. Involve users in the evaluation process so that they obtain ownership in the product and subsequently are more likely to deem the new product acceptable, which is one of the design team’s primary formative evaluation goals.

The data collected from the surveys will be synthesized in a similar manner as the usability tests.  The results of the surveys will be analyzed through the calculation of frequencies and averages.  The team will then rank the most critical issues addressed in the surveys and compare this information to the results of the usability tests.  Once the results from the one-to-one evaluations, usability and surveys, have been blended, the team will enter the redesign phase of the project.

12.0 
Congruence of Evaluation Methods 

Our research will consist of three different evaluation methods: expert reviews, usability tests and surveys.  These methods will align with Kirkpatrick’s Level 1, concentrating on reactions towards the system in terms of efficiency, usability, usefulness, and acceptableness.

	Methods
	General Purpose
	Congruence

	Expert Reviews
	Task scenarios
	- Gauge reactions
- Predict potential user responses
- Identify strengths (design, content,  

  technical)
- Identify weaknesses (design, content, 
  technical)
	Level 1

- evaluating reactions to 
  our system

- collecting responses

- gather feedback to 
  improve the style of 
  our online system


	Methods
	General Purpose
	Congruence

	One-to-one usability testing

	Background questionnaire

(Pre-session)
	- Identify general competencies of users

- Identify users’ comfort levels with  

  online systems
	Level 1

- establishing baseline  

  information to gauge  

  post-tests reactions

- identify characteristics   

  of less-motivated  

  users

	
	Task scenarios
	- Introduce online system

- Observe user reactions to system

- Observe user difficulties and 

  frustration

- Observe user satisfaction
	Level 1

- market the online   

  system

- observe user comfort  

   levels with the system

- improve the style of  

  the online system

- recognize points of  

  frustration



	
	Debriefing questionnaire
	- Collect user responses and reactions 

   to our system
	

	Surveys
	Background questionnaire
	- Identify general competencies of users

- Identify users’ comfort levels with 

  online systems
	Level 1

- establishing baseline 

  information to gauge  

  post-tests reactions

- identify characteristics 

  of less-motivated  

  users

	
	Survey
	- Introduce online system

- Gauge user reactions to system

- Identify points of difficulties and 

  frustration

- Gauge user satisfaction

- Collect user feedback about our 

  system
	Level 1

- market the online 

  system

- observe user comfort 

  levels with the system

- improve the style of 

  the online system

- recognize points of  

  frustration




13.0 
Measurement Approaches

The measurement approaches the design team selected align well with a Level 1 formative evaluation, which focuses on the learner’s reaction to the system.  A measure is “a standard used to assess the results of a performance intervention” (Barksdale & Lund, 2001).  These approaches are focused on soliciting feedback from experts about the design and gathering data directly from the users about their perceptions.

	Methods
	Data Collection Tools
What will be used to gather the data?
	Analysis Methods
How will the design team analyze the data collected?

	Expert Reviews


	Task lists  (Appendix A)

- experts complete tasks

- observe experts and record any notable observations

- record feedback from experts 
Questions  (Appendix B)
- ask experts a set of pre-determined questions based on their area of expertise

- intended to solicit specific feedback about aspects of the system that can be revised
	Expert review analysis chart  
(Appendix C)

- used to log feedback from experts

- analysis based primarily on frequency

- problems/suggestions noted by more than one expert will be addressed within time and budget limitations



	Methods
	Data Collection Tools

What will be used to gather the data?
	Analysis Methods

How will the design team analyze the data collected?

	One-to-one usability testing


	Background questionnaire  (Appendix F)

- questions are intended to determine participants’ level of domain knowledge and computer skills.  Both of these factors may affect the participants’ experience using the system.  

 Debriefing questionnaire  (Appendix G)

- questions intended to gather information about their perceptions of the system

- 4 questions will based on a Likert scale and 3 will be open-ended

Observation log  (Appendix H)

- observers use log to note observations in a consistent manner
- information logged is based on usability goals - - will record participants’ errors, help requests, expressions of satisfaction, and expressions of confusion and/or frustration

Four task scenarios   (Appendix E)
- tasks that each participant will be asked to complete
Usability testing protocols   (Appendix D)
- set procedures that observers will follow, as a means of making each test consistent  
	Usability analysis chart  (Appendix I)

- used to calculate the average number of errors, help requests, expressions, and answers on the Likert scale to determine if usability goals were met
- responses to the open-ended questions will be compiled and discussed


	Surveys


	Background Questionnaire  (Appendix F)

- used for usability testing as well

Survey Questionnaire  (see Appendix J)
Task scenario  (Appendix K)

- task that survey participants will be asked to complete
	- responses with quantitative measurements (Likert scale questions) will be calculated to see if they support usability testing data

- open-ended responses will be compiled and used to supplement the usability testing analysis



14.0 Logistical Plan and Activities

The team has developed a projected timeline to guide us throughout the formative evaluation process. Dates and activities may need to be revised during the formative evaluation process, depending on information gathered and conclusions drawn by the team.
	Activity


	Start Date
	Completion date

	Determine general goals and desired results for evaluation
	February 1
	February 1

	Identify content, design and technical experts for expert review
	February 10
	February 10

	Develop a briefing statement to introduce the project to experts
	February 10
	February 10

	Develop set of questions for design, technical and content experts 
	February 10
	February 10

	Develop debriefing questions for design, technical and content experts
	February 10
	February 10

	Develop tasks for the experts to complete during expert reviews
	February 10
	February 10

	Conduct expert reviews
	February 15
	February 23

	Contact LEAs and TAs for usability testing
	February 23
	February 25

	Develop usability goals
	February 23
	February 25

	Develop debriefing questions for LEA contacts 
	February 23
	February 25

	Develop realistic task scenarios for usability testing with LEA contacts 
	February 23
	February 25

	Analyze results from expert reviews
	February 25
	February 25

	Create a survey for LEA contacts
	February 28
	March 3

	Send surveys
	February 28
	March 9

	Conduct usability testing
	February 28
	March 23

	Analyze the results from usability testing and surveys
	March 23
	March 31


15.0 Roles and Responsibilities
The T/TAC Spring 2005 design team consists of four members.  We all work on all tasks as a group.  Most sections of the team’s evaluation plan and usability plan were drafted by individual members first after the group discussed and brainstormed collectively.  Then, the group met to discuss and revise these individual sections.  Below is a chart that describes the general roles, responsibilities and contributions of each group member.
	Team Member
	Team Role


	Responsibilities
	Contributions

	Tsehaye Habteselasie

	Webmaster
	· Organize team’s documents via project website:
http://immersion.gmu.edu/ttac/spring2005/index.htm

	· Sections of evaluation plan: 
      project introduction, purpose    

      of evaluation research and  

      social/cultural factors
· Developed expert review note template with Jennifer

· Recorded notes for two expert review sessions

· Section of usability plan:

      introduction

	Jennifer 
Okezie

	Editor
	· Compile all sections of evaluation plan and usability plan
· Edit evaluation plan and usability plan
	· Sections of evaluation plan: 
evaluation stages, evaluation research strategy, objectives, measurement approaches and roles/responsibilities
· Developed expert review note template with Tsehaye

· Recorded notes for two expert review sessions

· Sections of usability plan:

observation log, protocols, and questionnaires

	Meredith Riddile

	Client Contact
	· Communicate with clients, programmer, expert reviewers, and usability participants on behalf of the team
· Coordinate expert review and usability testing schedules
	· Sections of evaluation plan:
levels of evaluation, alignment of level 1 and methods, formality/ informality of eval. methods and congruence of eval. methods
· Recorded notes for one expert review session

· Developed expert review analysis chart

· Sections of usability plan:

task scenarios and task list

	Aanal 
Sheth

	Project Manager
	· Develop monthly, weekly, and daily schedules, which include tasks to be done and deadlines
· Write weekly status reports that summarize team’s progress
	· Sections of evaluation plan:
introduction, desired results, logistical plans and activities
· Recorded notes for two expert review sessions
· Sections of usability plan:

task scenarios, task list, and usability goals


Appendix A: Expert Task Lists
Task 1 of 3
	Option 1: Create a new LIP


A typical user would enter their password and login to the system. 

Then the user would perform the tasks listed below.  

Please simulate performing these tasks by selecting option 1 on the main page. 

·   Create a new LIP*, which involves the following:
· Download a LIP template

· Create a LIP online by entering information for all the sections, including a table 

· Print the LIP 

· Request approval or feedback of a LIP from their assigned TA** 

· Make a LIP available to be searched and viewed at T/TAC Online

· Exit 

· Edit sections of LIP

* LIP- Local Improvement Plan

** TA- Technical Assistant

Task 2 of 3
	Option 3: Edit/View


A typical user would perform the tasks listed below.  

Please simulate performing these tasks by selecting option 3 on the main page.

· Add or change information to sections of a LIP* that s/he began drafting previously

· Print the LIP 

· Request approval or feedback of a LIP or report from their assigned TA**

· Make a LIP available to be searched and viewed at TTAC Online

· Exit the process

* LIP- Local Improvement Plan

** TA- Technical Assistant

Task 3 of 3
	Option 2:  Add a Progress and Evaluation Report


The typical user would perform the following tasks.  

Please simulate performing these tasks by selecting option 2 on the main page. 

·   Create a progress report, which involves the following:

· Download a progress report template

· Create a progress report online by entering information for all the sections 

· Print the progress report 
· Request approval or feedback of a progress report from their assigned TA* 

· Make a progress report available to be searched and viewed at T/TAC Online

· Exit 


* TA- Technical Assistant
Appendix B:  Expert Questions

	Design Experts
· congruency

· consistency

· functionality
	1. Were the directions clear?

2. Do you think the interface design supports the users’ goals?

3. Is this design aligned with our project goals?    

4. Do you think the interface design is consistent throughout the entire site?

5. Do you have any suggestions in relation to congruency, consistency, and functionality?



	Content Experts

· completeness

· accuracy
· relevance to job performance
	1. Is the content accurate and complete?

2. Is there any unnecessary content?

3. Does the content match the tasks at-hand? 

4. Were the directions clear and sufficient?

5. Do you think any other help would be needed?



	Technical Experts

· potential technical problems
· functionality
	1. Does the navigation offer minimal clicking?

2. Is the interface design intuitive?

3. Is this section of T/TAC Online consistent in appearance to the other sections of the entire site?
4. Do the webpage designs comply with basic site design principles?
5. Is white space used properly?




Appendix C:  Expert Analysis Chart
1.  Synthesize notes using chart:  

· Mark references by experts

· Calculate totals for each issue

2. Prioritize issues

· Group major issues from “note synthesis” in order of importance (how many times issue brought up by experts)

Visual Design

	Topic
	Experts
	Totals

	
	Dr. D
	Dr. C
	Prof. D
	Joce.
	Mary
	Dr.W
	Seung
	

	Page Layout
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Images
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Fonts
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Interaction Design

	Topic
	Experts
	Totals

	
	Dr. D
	Dr. C
	Prof. D
	Joce.
	Mary
	Dr.W
	Seung
	

	User Input
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Feedback
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Navigation Design

	Topic
	Experts
	Totals

	
	Dr. D
	Dr. C
	Prof. D
	Joce.
	Mary
	Dr.W
	Seung
	

	Menu (options) Design
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Buttons
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Information Architecture

	Topic
	Experts
	Totals

	
	Dr. D
	Dr. C
	Prof. D
	Joce.
	Mary
	Dr.W
	Seung
	

	Content Chunking
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Placement of Content (user support)
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Directions

Content directions-- directions we give about LIP process so people can do LIP

Process directions- how to complete online system process
	Topic
	Experts
	Totals

	
	Dr. D
	Dr. C
	Prof. D
	Joce.
	Mary
	Dr.W
	Seung
	

	Content
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Process
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Appendix D:  Usability Protocols
For each usability test the design team will follow the same procedure.  

1.  
Greet participant.  Introduce design team members present.

2. 
Read briefing statement to the participant.

3.  
Give participant background questionnaire to complete.

4.       Set up computer: 

i. Download Practice_LIP.doc and Practice_Table.doc and save them to the participant’s desktop.

ii. Reopen Internet Explorer and go to our project work page

iii. Select Redesign Prototype Draft 1 link

iv. Minimize this window

5.  
Give participant first task scenario. 

i. Complete observation log.

6.  
Give participant second task scenario.

i. Complete observation log.

7. 
Give participant third task scenario.

i. Complete observation log.

8.  
Give participant fourth task scenario.

i. Complete observation log.

9.  
Give participant debriefing questionnaire about entire system.

i. Probe participant for specific information if they choose 1 or 2 on the Likert scale for any of the questions.

10.  
Thank participant for their time.

11.  
Ask participant if they would be willing to answer any other questions the    

           design team may have via e-mail or telephone.

12.
Give participant the thank you card and gift.

Appendix E:  Task Scenarios
Task Scenario #1 

Create New Local Improvement Plan

It is time to create a new Local Improvement Plan (LIP).  You began creating the LIP in the Microsoft Word template.  Now you have decided that you would like to complete the LIP online.  
· Open the word document named Practice_LIP.doc which is located on your desktop. 

· Minimize this word document and open up the Internet Explorer window that the observer opened earlier on your computer.

You must login to create and access your LIPs.  The T/TAC Online Administrator sent you the “LEA password” for your local education agency (county/state operated program). You can not enter a password now because this system is not functional.  

· Simply select the “login” button.  (This is in the top right corner of the screen.)

Begin creating the LIP online for the 2005-2006 school year.

Do not download a template.

This is not a continuation plan.  Select “no” for this question.  Then select “start.”

Enter your General Information and select goal 3.

Under the “Categories” section select topic “Curriculum/Instructional Methods” and disability “Mild/Moderate Disabilities.”

Refer to Practice_LIP.doc, which is located on your desktop, to guide you throughout the rest of the process. 
· Continue to section 2.  You have already written your data for section 2 in Practice_LIP.doc (the Microsoft Word template).  Cut and paste this information into the online field of section 2.  
· Continue to section 3.  You have already written your data for section 3 in your Microsoft Word template (Practice_LIP.doc).  Cut and paste this information into the online field of section 3.

· Save your work and return to the main menu.

Task Scenario #2

Edit Unpublished

You began your Local Improvement Plan (LIP) for the 2004-2005 school year earlier and now you have collected more information that you would like to add to this LIP.

· Add the following information to Section 2 of this LIP:
Add the table that corresponds with the description of Goal 3. This table is titled “Practice_Table.doc” and is located on your desktop.
· Add the following information to Section 3 of this LIP:

“There will be a decrease by 10% in the special education teacher turnover rate during the 2003-2004 school year.”

· Save your work and select continue.
Task Scenario #3

Request Approval
You have completed the LIP for the 2004-2005 school year.  This system has an e-mail capability that will allow you to send a LIP to your regional VDOE Technical Assistant for review.  

· Send this LIP to your regional VDOE Technical Assistant.
· Enter your name

· Enter your e-mail address
· Your Technical Assistant’s name is Martha Stewart
· Her e-mail address is mstewart@ttac.fakemail.org
· Return to the main menu.

Task Scenario #4

Publish & Print

Your LIP for the 2004-2005 school year has been approved by your regional VDOE Technical Assistant.  
· You should now make your LIP available online for public viewing.  
· You also want to print the LIP for your own records.
 

Appendix F:  Background Questionnaire
1. How long have you worked in your current position?

_____________________

2. How many Local Improvement Plans have you written?  

_____________________

3. How would you rate your knowledge of writing Local Improvement Plans?

□ beginner  


□ intermediate 

□ experienced

4. How would you rate your computer skills?

□ basic    


□ average    

□ above average

5. How often do you use online shopping and/or online banking systems?

□ never  


□ 1-3 times


□ more than 3 







     a month              times a month   
6. How often do you use online systems to complete more complex tasks?

     (e.g. applications, forms, online surveys)

□ never  


□ 1-3 times 


□ more than 3 





     a month   

    times a month   
Appendix G:  Debriefing Questionnaire
1. How do you rate the overall ease of use or difficulty of this system?

 1

2

3

4

 5

6

 Difficult







         
        Easy

2. How would you compare using the online system with creating LIPs the way you currently do?

  
  1

2

3

4

 5

6

Less efficient






       
    More efficient

  with online system






  
  with online system

3. How useful is this system?

    
1

2

3

4

 5

6

  Not at all useful







      Very useful

4. Would you use this system if it was available?

   
1

2

3

4

 5

6

  
No 








       Definitely

5. What do you like least about this system?

6. What do you like best about this system?

7. What are your suggestions about improving the system?

Appendix H:  Observation Log
	Usability Test: T/TAC Online LIP Input System

Date:  

Recorder:  

	H= help request
	S= satisfaction
	E= error
	C/F= confusion and/or frustration

	

	Task
	Time
	H
	S
	E
	C/F

	Task #1:

New LIP


	Start:

Stop:
	
	
	
	

	Task #2:

Edit LIP;  Add Table


	Start:

Stop:
	
	
	
	

	Task #3:

Request 

Approval


	Start:

Stop:
	
	
	
	

	Task #4:

Publish and Print


	Start:

Stop:
	
	
	
	

	

	Task
	Participant’s Comments
	Notes

	Task #1


	
	

	Task #2


	
	

	Task #3


	
	

	Task #4


	
	


Appendix I: Usability Analysis Chart
	Task #1 New LIP
	
	
	
	
	

	
	
	
	
	
	

	users
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford

	help request
	
	
	
	
	

	satisfaction
	
	
	
	
	

	error
	
	
	
	
	

	confusion/frustration
	
	
	
	
	

	
	
	
	
	
	

	
	Max
	Min
	Range
	Mode
	Mean

	help request
	0
	0
	0
	#N/A
	0

	satisfaction
	0
	0
	0
	#N/A
	0

	error
	0
	0
	0
	#N/A
	0

	confusion/frustration
	0
	0
	0
	#N/A
	0

	
	
	
	
	
	

	
	
	
	Averages
	Goal
	

	Number of Help Requests:
	
	
	0
	2
	

	Instances of Satisfaction:
	
	
	0
	0
	

	Number of Errors:
	
	
	0
	4
	

	Number of Instances of Confusion/Frustration:
	0
	2
	


	Task #2 Edit LIP, Add Table
	
	
	
	

	
	
	
	
	
	

	users
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford

	help request
	
	
	
	
	

	satisfaction
	
	
	
	
	

	error
	
	
	
	
	

	confusion/frustration
	
	
	
	
	

	
	
	
	
	
	

	
	Max
	Min
	Range
	Mode
	Mean

	help request
	0
	0
	0
	#N/A
	0

	satisfaction
	0
	0
	0
	#N/A
	0

	error
	0
	0
	0
	#N/A
	0

	confusion/frustration
	0
	0
	0
	#N/A
	0

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	Averages
	Goal
	

	Number of Help Requests:
	
	0
	2
	

	Instances of Satisfaction:
	
	0
	0
	

	Number of Errors:
	
	
	0
	3
	

	Number of Instances of Confusion/Frustration:
	0
	2
	


	Task #3 Request Approval
	
	
	
	

	
	
	
	
	
	

	users
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford

	help request
	
	
	
	
	

	satisfaction
	
	
	
	
	

	error
	
	
	
	
	

	confusion/frustration
	
	
	
	
	

	
	
	
	
	
	

	
	Max
	Min
	Range
	Mode
	Mean

	help request
	0
	0
	0
	#N/A
	0

	satisfaction
	0
	0
	0
	#N/A
	0

	error
	0
	0
	0
	#N/A
	0

	confusion/frustration
	0
	0
	0
	#N/A
	0

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	Averages
	Goal
	

	Number of Help Requests:
	
	0
	1
	

	Instances of Satisfaction:
	
	
	0
	0
	

	Number of Errors:
	
	
	0
	1
	

	Number of Instances of Confusion/Frustration:
	0
	2
	


	Task #4 Publish and Print
	
	
	
	

	
	
	
	
	
	

	users
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford

	help request
	
	
	
	
	

	satisfaction
	
	
	
	
	

	error
	
	
	
	
	

	confusion/frustration
	
	
	
	

	
	
	
	
	
	

	
	Max
	Min
	Range
	Mode
	Mean

	help request
	0
	0
	0
	#N/A
	0

	satisfaction
	0
	0
	0
	#N/A
	0

	error
	0
	0
	0
	#N/A
	0

	confusion/frustration
	0
	0
	0
	#N/A
	0

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	Averages
	Goal
	

	Number of Help Requests:
	
	0
	2
	

	Instances of Satisfaction:
	
	0
	0
	

	Number of Errors:
	
	
	0
	3
	

	Number of Instances of Confusion/Frustration:
	0
	2
	


	
	Tony 
Lodovico
(Manassas City)
	Terry 
Werner

(Falls Church)
	Michael 
Hirsch

(Warren)
	Connie  
Smith

(Fairfax)
	Lisa 
Bradford
(Richmond)

	Task1:
	
	
	
	
	

	Participant

Comments:
	
	
	
	
	

	Additional Notes:
	
	
	
	
	

	Task 2:
	
	
	
	
	

	Participant

Comments:
	
	
	
	
	

	Additional Notes:
	
	
	
	
	

	Task 3:
	
	
	
	
	

	Participant

Comments:
	
	
	
	
	

	Additional Notes:
	
	
	
	
	

	Task 4:
	
	
	
	
	

	Participant

Comments:
	
	
	
	
	

	Additional Notes:
	
	
	
	
	


Usability Testing Chart

	Participant Debriefing Questions
	
	
	
	
	

	
	
	
	
	
	
	
	

	user
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford
	Mean Rating
	Goal

	Ease of Use
	
	
	
	
	
	0
	5

	Efficiency
	
	
	
	
	
	0
	4

	Usefulness
	
	
	
	
	
	0
	5

	Acceptable
	
	
	
	
	
	0
	5

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	T. Lodovico
	T. Werner
	M. Hirsch
	C. Smith
	L. Bradford
	
	

	Liked Least
	
	
	
	
	
	
	

	Liked Best?
	
	
	
	
	
	
	

	Suggestions
	
	
	
	
	
	
	


Appendix J: Survey Task Scenario

See task 1 of Appendix E
Appendix K: Survey Questionnaire
Participant Debriefing Questions
To be completed after task scenario.

1. How do you rate the overall ease of use or difficulty of this system?

    1
2
3
4
 5
6

Rating:    
Difficult




Easy

2. How would you compare using the online system with creating LIPs the way you currently do?

    1
2
3
4
5
6

Rating:    
Less efficient



     More efficient

with online system


     with online system

3. How useful is this system?

    1
2
3
4
 5
6

Rating:    
Not at all useful



Very useful

4. Would you use this system if it was available?

   1

2
3
4
5
6

Rating:    
       No




Definitely

5. What do you like least about this system?

     
6. What do you like best about this system?

     
7. What are your suggestions about improving the system?

     


14. Which of the following describes how you usually connect to the Internet? 

 FORMCHECKBOX 
28.8 Kbps modem
 FORMCHECKBOX 
56 Kbps modem

 FORMCHECKBOX 
Cable modem
 FORMCHECKBOX 
T1/T3/LAN


 FORMCHECKBOX 
Other


 FORMCHECKBOX 
Don’t know
16.0 References

Barksdale, S. & Lund, T.  (2001).  Establishing Measures.  In Rapid Evaluation.  

Alexandria, VA:  ASTD Press, pp. 31-47.

Bias, R. G. & Mayhew, D. J., (Eds.) (1994). Cost-Justifying usability. San Francisco: 
Morgan Kaufmann Publishers.

Clark, D.  (1995).  Instructional System Development- Evaluation Phase Chapter VI.  
Retrieved February 24, 2005, from http://www.sos.net/~donclark/hrd/sat6.html#ref

Dabbagh, N. & Bannan-Ritland, B.  (2005).  Online Learning: Concepts, strategies, and 
application.  Upper Saddle River: Pearson Prentice Hall.
Dick, W. & Carey, L. (1990). The Systematic Design of Instruction, (3rd edition).  New 
York: Harper Collins.
Horton, W.  (2001).  Evaluating E-Learning.  Alexandria:  American Society for Training 
and Development.

Kirkpatrick, D.  (1998).  Evaluating Training Programs: The four levels.  San Francisco: 
Berrett-Koehler Publishing.
Krug, S.  (2000).  Don’t Make Me Think: A common sense approach to web usability.  
Indianapolis: New Riders Press.

Kuniavsky, M.  (2003).  Observing the User Experience.  San Francisco: Morgan 
Kaufmann Publishers.

Morrison, G.R., Ross, S.M., & Kemp, J.E. (2001). Designing Effective Instruction, (3rd 
edition). New York: John Wiley & Sons, Inc.

Reeves, T. C. (1993). Evaluating Technology-Based Learning. In Piskurich, G. M. (Ed.), 
The ASTD Handbook of Instructional Technology (pp 15.1-15.32). New York: 
McGraw-Hill.

Smith, P. L. & Ragan, T. J.  (1999).  Instructional Design, (2nd edition).  Hoboken: John 
Wiley & Sons, Inc.
Tessmer, M.  (1993).  Planning and Conducting Formative Evaluations: Improving the 
quality of education and training.  London: Kogan Page.  

Thiagarajan, S. (1991). Formative Evaluation in Performance Technology. Performance 
Improvement Quarterly, 4(2), 22-34.
Usability Professionals’ Association.  (2004).  Resources: The ROI of Usability.  
Retrieved February 24, 2005, from 
http://www.upassoc.org/usability_resources/usability_in_the_real_world/roi_of_usability.html
Winfrey, E.C.  (1999).  Kirkpatrick’s Four Levels of Evaluation.  In Hoffman, B. (Ed.), 

Encyclopedia of Educational Technology.  Retrieved February 24, 2005, from http://coe.sdsu.edu/eet/Articles/k4levels/start.htm
Goal Specification





Recycling





Revision





Data Analysis





Data Collection





Preparation





- Analyze the data collected





- Modify product to improve its effectiveness and efficiency based on data collected and stakeholders’ goals





- Retest product


- Deploy product


- Move to summative evaluation





- Recruit people (target audience and experts)


- Collect measuring instruments (Interview schedules, questionnaires and surveys)





- Elicit feedback from the target audience and experts via expert reviews, one-to-one trails and surveys





- Specify the goals of the project 


- Identify the goals of the stakeholders for which the evaluation is performed





Revise





Revise





Revise





Field Test





Small Group





Expert Review





One-to-One





Self-Evaluation





High 


Resistance to


Revision





Low 


Resistance to


Revision
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