
Data-Centric Threats and Their Impacts to
Real-Time Communications in Smart Grid

Mingkui Wei Wenye Wang
Email: {mwei2, wwang}@ncsu.edu

Department of Electrical and Computer Engineering
North Carolina State University, Raleigh, NC, 27606

Abstract—One of the most distinguished challenges in studying
the aftermath of cyber attacks in smart grid lies in data-centric
threats, which refer to cyber attacks aimed at gaining advantage
or sabotage the infrastructure by manipulating the data ex-
changed in the underlying communication network. Even though
such attacks are critical by itself in the information network, they
will result in more serious impacts to the power grid. This is
because for an information-centric network, distorted or delayed
information undermines services and applications, in the case of
a power grid, however, these data-centric attacks may result in
unstable systems, which may further detrimentally impact the
power supplies. In this paper, we study the impacts of data-
centric attacks in the real-time communication network of smart
gird, and further the consequences caused to the power grid.
Our study provides insights to both smart grid security research
and operation.

Index Terms—Smart Grid, Cyber Security, Co-simulation.

I. INTRODUCTION

SMART grid is emerging to be a typical application of
the cyber physical systems (CPS), which integrates ad-

vanced communication networks, i.e., the cyber system, with
conventional power grids as the physical system. Assisted by
advanced communications, power devices, which were unable
or with very limited capacity to communicate, are granted with
the capability to exchange critical information with their peers.
The real-time information exchange expedites power devices
to make more accurate and prompt reactions, and further
facilitates the implementation of a more reliable, effective and
efficient bulk power delivery and distribution.

However, despite all promising benefits of the smart grid,
we must be aware that this integration also brings a new host of
vulnerabilities to conventional power systems, which are the
threats of cyber attacks [1]–[4]. Cyber attacks are offensive
maneuvers conducted by adversaries and target the computer
network and information system, and the purpose of which is
to seek unlawful benefits by infiltrating the information that is
exchanged in the network. To this end, we define data-centric
attacks as the attacks in the cyber system which aim at gaining
advantage by manipulating the data that exchanged within.

Data-centric attack is one of the biggest concerns by itself
in the cyber world, even worse, the integration of the commu-
nication network opens a backdoor in the power system, which
leads in cyber attackers and allows them to make detrimental
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impact to this critical infrastructure without the necessity of
any physical access. Over years we have witnessed various
data-centric attacks and their devastating impacts in both
academic researches and real industries. For example, the false
data injection attack [5]–[8] proves that the bad-data detection
mechanism in modern power grid can be bypassed, where
attackers are able to make modification on monitored system
status variables without being detected; more practically, the
Stuxnet [9]–[11] that has been identified in early 2010s is
a computer worm, which infected the SCADA system [12]
and distorted its control data, and eventually destroyed many
nuclear power plants in multiple countries. Therefore, it is
undoubted that data-centric attacks are real and imperative
threats to smart grid, and it is of great importance to study
them and understand their impacts.

However, existing researches on evaluating and understand-
ing data-centric attacks in smart grid are primarily conducted
in an “ad-hoc” manner [13]–[15]. In particular, we notice that
there lacks a well-established scheme or approach that allows
us to effectively evaluate, compare and prioritize various cyber
threats. To this end, one of the biggest challenge is how to ef-
fectively evaluate the physical impacts that are caused by data-
centric attacks in smart grid based on an unified platform.
The answer to this question is non-trivial, because only by
understanding their impacts based on an unified platform, can
we prioritize and optimally allocate our resources and efforts
on treating the most imperative risks.

In this paper, we are motivated to tackle this question
by adopting a simulation-based approach. In particular, we
present Greenbench, a cross-domain simulation benchmark,
and use case studies to demonstrate its capability by quan-
titatively evaluating the impacts of data-centric attacks. The
simulation-based approach is chosen over experiments and
theoretical modelings for the following reasons. Although
experiment is the most accurate and practical method in
evaluating the physical impacts, it is cost-prohibitive to build a
laboratory with real power devices for destructive experiments.
Theoretical modelings, on the other hand, are difficult to reflect
dynamic system behaviors in real-time, which is a critical
factor in evaluating the impact of data-centric attacks.

We carry out case studies to leverage our understanding of
both the impact of data-centric attacks, and the effectiveness
of their countermeasures. A preliminary study of this work
has been published in [16], in which we built the Green Hub,
a 17-bus smart grid prototype, and evaluated the impact of 2



data-centric attacks, i.e., jamming the price signal attack, and
composite attack with Load-redistribution attack and the Man-
in-the-Middle attack. In this paper we extend previous study in
the following aspects. First, we evaluated another composite
attack, which is composed by the false data injection attack
and the Distributed Denial-of-Service (DDoS) attack. This
case differs from the previous composite case in that the
Man-in-the-Middle attack mainly concerns the confidentiality
and integrity of information, while the DDoS attack is to
impair information availability. Second, we evaluated the ef-
fectiveness of a classic cyber-attack countermeasure, i.e., using
Hash-based Message Authentication Code (HMAC) to ensure
information authenticity. We demonstrated that conventional
countermeasures may not be readily adopted to address smart
grid security issues. Third, we scale-up the smart grid model
and evaluated data-centric attacks in a larger scale power
system, i.e., the IEEE 57-bus system. Our results show that
smart grid with larger scale is relatively less sensitive to data-
centric attacks. Nevertheless, we denote that it is imperative
and non-trivial to address cyber-attacks in smart grid, because
more intensive attacks can still result in serious results even
in large scale smart grid.

The remainder of this paper is organized as follows. In
Section II we introduce related works and the background of
data-centric attacks. In Section III, we demonstrate Green-
bench, the cross domain simulation benchmark we developed
for data-centric attacks evaluation. In Section IV we describe
the setup of each case, present simulation results and draw
in-depth observations. And we conclude our work in Section
V.

II. BACKGROUND

A. Related Works

The cyber security issue in smart grid have attracted a lot of
attentions in recent years. However, there are very few works
which covered the perspective of simulating cyber attacks
and evaluating their results in the power grid. The DETER
project [17] is a testbed that is built for studying cyber-
security issues in cyber-physical systems, and based on which
several studies [18], [19] were conducted on smart grid cyber-
security. However, it has been shown in these works that it
is difficult for DETER to capture the transient time reactions
of power systems, since it is not a dedicated design for smart
grid. The Electric Power and Communication Synchronizing
Simulator (EPOCHS) [20], [21] is a cross domain simulator
which integrates the power system and the communication
network, however, its focus was on studying the behavior of
the power grid with the assistant of communications, where
communications are treated as a way to deliver information,
and security issues were left unconsidered. In [14], the authors
studied the impacts of cyber attacks in smart grid, and show-
cased the results of cyber attacks with a 13 nodes distribution
power system. Our work differs from this work in that our
work provides a more generalized framework, which is able
to accommodate power systems with different topology. As the
most practical approach, many major national research labo-
ratories also developed various testbeds for smart grid study

[12], [22], which are, unfortunately, not publicly available
for researchers in general. Motivated by these existing works,
we develop Greenbench by integrating off-the-shelf simulators
in both domain, which makes it an easily accessible, and
dedicated smart grid simulation benchmark for cyber-attack
simulation and evaluation.

B. Data-centric Attacks

We denote the data-centric attack is the type of cyber-attack
which targets at manipulating the information (i.e., data) that
is exchanged in the communication network of a smart grid.

The CIA-triad [23] has been well known as the most fun-
damental principles in information security, which comprises
Confidentiality, Integrity, and Availability. For the scope of
smart grid in particular, data confidentiality means keeping
the secrecy of the data and preventing it from being known by
unauthorized parties. For example, the profile of power usage
of a user should be disclosed only to the utility company and
the user himself. Data integrity means the data delivered to
the receiver should be complete and intact. For instance, the
data sent by distributed monitoring devices and received by the
control center should reflect real system status, any distortion
will cause the system to deviate from correct operation.
Data availability ensures the data should be delivered within
required time, e.g., a delayed “trip” message sent to a circuit
breaker may be unable to stop a fault propagation, and thus
is unacceptable. We propose several case studies according to
these three aspects in the later section, such that we are able
to thoroughly evaluate the impacts of data-centric attacks.

III. GREENBENCH: THE CROSS-DOMAIN SIMULATION
BENCHMARK

A. Greenbench Framework and Implementation
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Fig. 1. Software implementation of Greenbench.

In Fig. 1 we present the framework of Greenbench and
its software architecture. The Greenbench framework is com-
posed by two modules (simulators), the physical module
(PSCAD [24]) and the cyber module (OMNeT++ [25]), which



interact through two interfaces, the interactor, and the buffer-
files.

1) Interactor: The interactor is a special module built within
OMNeT++, whose main function is to maintain the syn-
chronization of simulation between the two simulators.

2) Bufferfile: The bufferfile is a pool of binary files, which
provides a “buffered zone” and enables the two simula-
tors exchange data during simulation in real time.

The physical domain part can be further divided into 3
functional blocks.

1) Interface: The interface function block provides Human-
Machine interaction, which allows users to control the
simulation operation such as begin, pause, resume and
stop. Within the interface block, user can build the
system model and observe graphical system behavior.

2) EMTDC simulation engine: EMTDC is a electro-
magnetic transients simulation engine which takes de-
vice parameters as the input, computes system state by
solving differential equations, and exports the result as
the output.

3) C interface: The C interface is a bi-directional interface
written with C language. It fetches data from bufferfiles
and pass it to EMTDC; and receives the results from
EMTDC, and write them back to bufferfiles.

The cyber domain part comprises 2 function blocks:
1) OMNeT++ simulator/INET framework: The OMNeT++

is a platform which provides basic graphical interface
and simulation control (begin, stop, etc). The INET is
a framework that is built based on OMNeT++ and pro-
vides Internet-specific support, such as wireless/wired
channels, and TCP/UDP protocols. The cyber domain
entities of a smart grid, i.e., IEDs, and the commu-
nication network are built in OMNeT++ with models
provided by the INET framework.

2) C++ interface: The function of the C++ interface is
similar to the C interface in the physical domain, which
is written with C++ and implements the functionality
that import/export data from/to bufferfiles.

B. Design Challenges

Although the idea that make PSCAD and OMNeT++
simulate the counterpart of a smart grid on its own, and
integrate the results seems intuitive and straightforward, two
challenges stand out during its implementation, which are the
synchronization of the simulation steps, and the data exchange
between the two simulators during a simulation run. These two
challenges are addressed by the interactor and the bufferfile,
respectively.

1) Synchronization of Continuous and Discrete Events:
Most of the network simulators, such as NS2, OPNET,
OMNeT++, are discrete event simulators. A discrete event
simulator is driven by queued events, each event occurs at a
particular time and marks a change of system state. Between
two consecutive events, it is assumed that the system state
remains unchanged. As a result, the simulation of a discrete
event simulator can directly jump from one event to the next
without considering how much “wall-clock time” will be cost

in between. On the contrary, power system simulators such
as PSCAD and RTDS [26] are continuous simulators, which
solve differential equations at a fixed time step. Therefore, the
simulation of a continuous time simulator is executed step by
step without any one can be skipped.
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Fig. 2. Synchronization of continuous and discrete events.

The different ways to handle simulation time cause the
synchronization problem, that is, how to keep the two sim-
ulators progress at the same pace. A few works addressed this
problem by introducing an external scheduler [21], [27], which
causes extra overhead, an may introduce error accumulation
as is shown in Fig. 2(a), i.e., it is possible that between
two sync-points, multiple events have happened in either
domain, such that when a sync-point arrives, those events
were accumulated and executed together with their timing
indistinguishable. In Greenbench framework, we tackle this
issue by developing a special module in OMNeT++ to handle
simulation synchronization.

OMNeT++ is an event-driven simulator, and the “events”
are implemented as messages that are exchanged among
modules in the simulated system. For example, the event
that “a data packet is passed down from TCP layer to IP
layer” is implemented in the MONeT++ by having the TCP
layer module generate a message, and pass it to the IP
layer module. The OMNeT++ also allows a module to send
messages to itself, i.e., self-message, at any scheduled time
in the future. The self-message enables the OMNeT++ act as
a continuous simulator that could be perfectly synchronized
with PSCAD. Particularly, we developed a special application
within OMNeT++ framework, named as the “interactor”. The
interactor periodically sends self-message to itself according
to the simulation step of PSCAD, and at each time a self-
message is received, the interactor switches the simulation
execution between the two simulators, i.e., halts the simulation
on one simulator and resumes on another. The self-message
frequency of the interactor can be adjusted in order to accom-
modate the PSCAD simulation whose time-interval between
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Fig. 3. Green Hub implementation.

simulation steps is adjustable. The error-free synchronization
scheme is shown in Fig. 2(b). For instance, the physical fault
that happened at time t3 can be known by the OMNeT++
immediately, instead of waiting to the next sync-point at time
t6, and the event in the OMNeT++ generated between time t7
and t8 will be processed at the PSCAD side at time t8 instead
of t11 where the next sync-point sits.

2) Data Exchange: Another key factor in implementing the
integration is how to allow these two simulators to exchange
their simulation status in real-time.

In [21], [27], a Runtime Infrastructure or a Globe Scheduler
process is used as a globe manager to handle the interaction,
this implementation is effective but lacks efficiency. Another
alternative is to use Inter-Process Communication (IPC), a
technique implemented in the operating system level for
process communication, to directly exchange data between
the two simulation process. Common IPC implementations
includes named pipes (also known as fifo), Windows socket,
and shared memory. The fundamental idea of IPC is to
assign a media that is shared and can be accessed by both
processes. Based on the concept, in this work we introduce the
“bufferfile” in Greenbench to implement the status exchange.
In particular, we create two binary files for each cyber-physical
component pair, e.g., a circuit breaker in the power domain
and its controller in the cyber domain. These two files are
directional: one is written by the cyber component and read
by the physical domain, another is operated in the reverse
way. These files act as a buffered zone between the cyber
system and the physical system, and thus we name them
“bufferfiles”. During a simulation, at the beginning of each
simulation step for both simulators, the components will first
check the bufferfile and import the data that has been written
by its counterpart, and at the end of the step, it will write its
own status to the bufferfile to inform its counterparts.

C. Green Hub: the Micro Smart Grid

The Green Hub [28] system is a distribution level microgrid
developed at the Future Renewable Electric Energy Delivery
and Management (FREEDM) Systems Center in North Car-
olina State University. It was summarized from the power

system in the city of Raleigh where NCSU locates, and it
was built specifically for smart grid study. Since it is more
related to smart grid and its configuration is more up-to-data
compared to multiple IEEE multi-bus systems [20], [29], we
choose to use the Green Hub to carry our study in this work.

As shown in Fig. 3, Green Hub is a 17-bus distribution
level power system. Green Hub contains various innovative
power devices developed at the FREEDM center, such as the
Solid State Transformer (SST) [30], and the Fault Isolation
Device (FID) [31], and it is also connected with green energy
sources such as Photovoltaics (PV) and Wind Turbines (WT).
All devices are equipped with Intelligent Electronic Devices
(IEDs), which are ARM-based embedded computers for real
time communication. Those IEDs interact with each other to
make the Green Hub a self-autonomous micro smart grid,
which can either connects to main power grid, or operate in
stand alone mode.

IV. SIMULATION SETUP AND EVALUATION RESULTS

A. Delayed Wireless Communication in AMI (Jamming the
price signal attack)

The Advanced Metering Infrastructure (AMI) that is com-
posed by the smart meters greatly facilitates more efficient
power system management. For instance, smart meters are
able to update the control center with real-time power usage
information of each household, such that power consumption
can be more accurately predicted and accommodated. On the
other hand, however, the smart meter is one of the most
vulnerable components in smart grid. For the first reason,
it is physically accessible to the public, which facilitates
various forms of physical intrusion [32]. Second, it transmits
data by wireless communications, thus is susceptible to both
active attacks such as jamming [33], and passive attacks such
as eavesdropping [34] and user privacy prying [35], [36].
Therefore, it is critical to study the vulnerability of the AMI
and understand how a power system can be impacted when
the AMI is breached by cyber-attacks.

In this case we assume the data availability is breached
by the jamming the price signal attack [33]. This line of
research includes [33], [37], and stems from the concern that



in the paradigm of smart gird, more and more power load will
become remotely controllable, and as a result, attackable. For
instance, the smart meter of a household will be able to control
the operation of major appliances such as water heaters or air
conditioners, in this case, if an attacker is able to compromise
a large number of smart meters [38] and manipulate these
appliances to operate or shut down at the same time, the profile
of power consumption can be significantly changed in very
short time, and thus power system instability can be caused.

Particularly in this case, it is assumed the Time-of-Use
pricing is implemented, in which the price for power usage
is changing over time. The pricing information is decided by
the control center, and disseminated to distributed aggregaters
that locate close to consumers. The aggregaters then broadcast
this pricing information wirelessly to smart meters, and the
smart meters will decide how much power they want to use
based on the current price. The wireless channel, however,
is susceptible to the jamming attack [39], which is able
to completely abrupt normal communication and make the
pricing information unavailable to smart meters. If the attacker
is able to jam the communication for sufficiently long time
until there is a significant change on the price, and then stops
the jam and let the meters receive the new price, the smart
meters may all decide to make a considerable change on their
power consumption and thus cause instability to the power
system.
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As shown in Fig. 5, there are 2 sets of smart meters that
have been chosen as the jamming targets, i.e., {m11, m12,
m13}, denoted as set1, and {m15, m16, m17}, denoted as
set2, since they are geographically adjacent. There are two
wireless aggregaters that distribute the pricing information to
these two sets of meters. We set the two set of meters randomly
distributed in a 100-by-100 meter area, which essentially
represents a geographical area such as a small community, and
the two sets of meters do not interfere with each other. We
then set one attacker, who is able to transmit with much higher

transmission power such that he is able to interrupt the normal
communication in both areas. We assume that the attacker
is able to jam both areas for sufficiently long time until the
price has been significantly changed. And we denote the time
t = 0.5s as when the attacker decides to stop jamming and
let the smart meters receive the updated pricing information.

1) Single domain simulation: It has been well studied that
sudden change of large amount of load will cause various
problems in the power system. For instance, sudden load
change will cause load-generation imbalance and drive the
system frequency deviate from its normal value, which can
result in economic loss to the utility companies, or even cause
permanent damage to power devices [40], [41]. We hereby
simulate this case in the single domain, i.e., the power system
only, for the purpose of both baseline the result of the load
change, as well as to showcase the difference that can be
provided by the Greenbench.

When being simulated in the single domain without consid-
ering the characteristics of the communication network, this
attack can be simply applied as the action to close the circuit
breakers at all 6 buses. In Fig. 4(a), Fig. 4(b) and Fig. 4(c),
we demonstrate the change on the current, voltage, and real
power at the substation. In order to most clearly demonstrate
the result, in this simulation we assume the extreme case, in
which all the loads consume the least possible power, i.e., zero
consumption, before and during the jamming, and request the
maximum power when the jamming is terminated.

As shown in Fig. 4(a), Fig. 4(b) and Fig. 4(c), the jamming
stops at 0.5 seconds. Because the load controlled by these 6
meters comprises almost 45% of the total load in the system,
this change causes a significant variation in this power grid.
We are able to observe a distortion lasting about 1 second on
both the current and the power, as highlighted by the red box
in Fig. 4(a) and Fig. 4(c), which may cause adverse effects
to the power grid [42], such as generator and transformer
overheating.

2) Greenbench simulation: When being considered in the
cross domain with the interaction between the power grid
and the communication network, however, the scenario stated
above is oversimplified. The main concern is that in the single
domain scenario, the communication is implicitly assumed as
ideal, i.e., communication delays do not exist. In practice,
however, the smart meters won’t be able to communicate
with the wireless aggregater all at the same time. This is
because wireless channels are exclusive, which means that at
one time instance there is only one pair of host is allowed
to communicate, otherwise, collisions will happen and the
communication will not succeed. In order to reflect how can
a practical communication network affect the result of this
jamming attack, we reconsider the case in cross domain and
simulate it in Greenbench.

As shown in Fig. 5, wireless aggregators (Wa1 and Wa2)
communicate to the two sets of smart meters. Within each
aggregator’s transmission range, meters contend with each
other to access the wireless channel [43]. And the physical
load is connected to the power system only when its smart
meter gains the opportunity to send its connection request
to control center. And because of the exclusive nature of the
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(a) Substation current change (single domain)
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(b) Substation voltage change (single domain)
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(c) Substation power change (single domain)
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(d) Substation current change (Greenbench)
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(e) Substation voltage change (Greenbench)
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(f) Substation power change (Greenbench)

Fig. 4. Jamming the price signal attack simulation.

wireless channel we mentioned above, all meters actually take
turns to send their messages, and therefore, loads are not
connected exactly at the same time. We also shows the time
when the messages are received at the control center in Fig. 5,
from which we observe the delays are relatively insignificant
for most Internet applications. Nevertheless, we are interested
to find out whether this small delay can cause any impact on
the power grid.

The Greenbench simulation result is demonstrated in Fig.
4(d), Fig. 4(e) and Fig. 4(f). Compared with single domain
simulation, the current and power transition is more smooth
and there are no visible distortions. We can also observe that
the voltage takes longer time to drop to the stable value, i.e.,
19 ms versus 13 ms in the single domain case, which is also
favorable, because for a practical physical generator, it can
not adapt to any sudden change, but have to slowly speed
up/down its rotor to generate more/less power, thus a slower
voltage change is preferable for power grid stability.

3) Summary: We demonstrate in this case that the Green-
bench is able to reflect communication network characteristics,
e.g., wireless channel contention and message delay in this
particular case, and integrate them into the reaction of the
power grids. As a result, we can evaluate the impact of data-
centric attacks from a more realistic perspective.

We also observe that for this simulated case in particular,
the jamming-the-price-signal attack is not as harmful as it
appears to be theoretically. And this observation essentially
suggest that, when evaluating the impact of cyber attacks in the
smart grid, it is indispensable to consider the communication
network characteristics (e.g., wireless channel contention) and
anomalies (e.g., message delay). Shown by this case, although
the channel contention and message delay are generally con-
sidered as negative factors, their existence ironically enhanced
the power grid reliability.

B. Impact of Composite Attacks

In the previous case, we studied the reaction of the smart
grid when the data availability is breached by the jamming the
price signal. We demonstrate that the impact of such attacks

can be different (i.e., less significant) than their theoretical
results, when practical communication characteristics are con-
sidered.

In this subsection, we further evaluate two composite attack
cases, to demonstrate the results when multiple attacks are
combined together to attack smart grid. We argue this is an
very realistic assumption because the power grid is one of the
most critical infrastructures, thus it is very likely that smart
grid attackers are well prepared and will exploit every possible
means to maximally deteriorate the impact.

1) False Data Injection and DDoS Attacks:
a) False data injection attack: The healthy operation

of the smart grid relies on real-time information exchange
between distributed power devices and control centers. For
instance, the Intelligent Electronic Devices (IEDs) located at
distributed substations periodically report to control center of
monitored system values, such as voltages or currents, and
based on these aggregated data the control center estimates the
running status of the whole power grid, and make necessary
adjustment. The implementation of this process essentially
relies on the confidentiality and the integrity of the information
that is exchanged between the IEDs and the control center.
For example, an attacker who knows the operation status, i.e.,
confidentiality is breached, can evaluate and thus identify the
most vulnerable parts in the grid, even worse, an attacker who
is able to modify such information, i.e., integrity is breached,
can manipulate the grid at his will and cause unpredictable
demolishing results. In one of the recent researches, namely
the false data injection attack [5], it has been identified that
the state estimation algorithm [13], [44] in the power gird,
rely on which the control center estimates system states and
identify any anomalies, can be bypassed by attackers, in
particular, the attacker is able to introduce arbitrary errors into
state variables without being identified by bad measurement
detection techniques.

Since our objective is to observe the impact of such attacks
but not to study its detailed implementations, we hereby
assume the attacker already compromised the smart meter at
load l15, and thus takes control of all the subsequent power
devices. He commands the devices to consume more power,
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Fig. 6. Green Hub operation on sections 1 and 3 without DDoS attack.

while at the mean time he modifies the power consumption
message from this smart meter by means of the false data
injection attack, such that although the actual power flow
and current keep increasing at the compromised section, the
control center is unable to realize this situation. Eventually,
the current on this section exceeds threshold and causes a fault
on transmission lines. The overcurrent fault is detected by a
higher level device, i.e, the IED locates at circuit breaker 4,
and informed to the control center. On knowing this emergency
event, the control center sends a trip command to circuit
breaker 4, and the fault is isolated.

In this case we assume all messages in this network are
delivered correctly and timely. In particular, whenever an IED
senses the fault current, it sends the event to the control
center immediately, and the control center replies with a
trip command to open the circuit breaker once the report
is received. The only delay involved in this scenario is the
processing delay (message being passed through different
network layers) at each communication host, and transmission
delay between them.

In Fig. 6 we demonstrate the system reaction by showing
the change on current, voltage and real power. We choose
to demonstrate the results on section 1 and section 3, as
classified and depicted in Fig. 3, because these two sections
are relatively distant from the fault, i.e., load l15, such that
we are able to understand how can a system fault impact the
system as a whole. Also the results for section 2 and section 4
are similar to those of section 1 and section 3, but only with

different significance. In Fig. 6 we present the result in two
scales, the “bird-view” scale display the system operations
before, during and after the fault happens, and the “zoom-in”
scale shows specifically the time instance when the system is
impacted.

From the figure, we can find that although the information
at load l15 is distorted, the power grid still retains high
resilience to this attacks since the system fault can still be
reported and reactions can still be taken in time. From the
bird-view figures we can tell that there are not noticeable
current disturbance on both sections, and voltage collapse is
also insignificant. We zoom in the voltage collapse of section
1 and section 3 and show them in Fig. 6(b) and 6(d), from
which we can see the maximum voltage collapse is less than
3% of their original value, which is within acceptable voltage
instability range according to industry standards (voltage
swing are typically required to be within ±5% in practical
power systems) [45].

b) False data injection and DDoS attack: We have
shown in the former case that the power grid possess high
resilience to cyber-attacks. In particular, although instability
can be caused in the system by data-centric attacks, the impact
is largely limited, this is because although the control center
is deceived at the first time and thus unable to prevent the
negative event from happening, it can limit the damage by
taking prompt reactions after the event is caused, thanks to
the inter-connected communication network in which an fault
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Fig. 8. Green Hub operation on sections 1 and 3 under DDoS attack.
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event can be escalated by multiple components.
This fact leads to another interesting question, which is,

to what extent can smart grid resist to composite attacks?
In this case, we assume a more competent attacker who can
not only modify the monitored data, but also break into the
communication network and apply a Distributed Denial-of-
Service (DDoS) attack to slow down the message transmission.

The DDoS attack congests the communication channel by
overwhelmingly sending useless data packets to the control
center and impedes legitimate message delivery, which even-
tually makes the control center unable to instantly respond to
system emergencies. In this case we are interested in observing
how can the DDoS attack, a classic cyber-attack, affect the
power grid operation.

The cyber-domain setup of this simulation is described
as follows. We assume all communication links among the
communication hosts, i.e., the control center, IEDs, and at-
tackers, are ideal, which does not have any packet loss or
message delay. And we set the bandwidth of each link to be 10
Mbps. We choose the bandwidth to be relatively small for two
reasons. For the first, a practical smart grid network contains
far more communication components than that is in our model,
which will result in much larger background traffic. Therefore,
we set the bandwidth relatively small as a compensation for
such background traffics. For the second, larger bandwidth
only requires more intensity in the DDoS attack, e.g., more
compromised hosts that send more flooding data, while the
result, i.e., extra delays caused on legitimate messages, can
remain at the same level. Based on above two reasons, we set
the 10Mbps communication link to facilitate our simulations.

For the DDoS attackers, we assume there are 12 commu-
nication hosts that have been compromised in the network,
which are manipulated by the attacker to continuously send
useless messages to the control center, we set the data rate of
each communication host to be 0.5 Mbps. Here we assume



a relatively “mild” attack, because our interests are not on
studying the effectiveness of any DDoS attacks, but to observe
the impact of DDoS attacks in smart grid. And for the value
we chose, it is already sufficient enough to show a noticeable
impact. We set all communications in this network to use UDP
protocol, because TCP cost longer time to achieve reliability,
which does not fit such time-critical scenario.

The simulation result is given in Fig. 8, which shows that
combining with the DDoS attack, the false data injection
attack can cause more significant impact to the smart grid. As
shown in Fig. 8(a) and Fig. 8(c), DDoS attack causes visible
current distortion, and voltage collapse becomes much larger
as well compared with that in the DDoS-free case. Especially,
as shown by Fig. 8(b) and Fig. 8(d), due to the extra delay
introduced by the DDoS attack, the voltage collapses more
than 20% in both sections, which will further cause these
two sections be disconnected for protection purpose [45] (this
consequential impacts are not shown in our simulation).

Compare the composite attack with the single attack, we
see that assisted by the DDoS attack, the damage of the
false data injection attack can be remarkably escalated. In
order to better understand the relationship between delayed
messages and the consequent damages in the power grid, we
measure the message delays in both cases, and compare them
in Tab. I. We notice that the DDoS attack introduces about 7
milliseconds delay to the messages which are sent from IEDs
to the control center. Although this short delay is insignificant
in most generic Internet applications, it causes non-trivial
consequences in the real-time control system in smart grid.
This result demonstrates the necessity of a secure and reliable
communication network in smart grid, as it shows even a data-
centric attack which is considered mild in the cyber world can
result in significant damage in the cyber-physical system, it
also justifies the stringent delay requirements that have been
specified in the smart grid communication standards, such as
[46], [47].

TABLE I
MESSAGE TRANSMISSION DELAY, ROW 1 SHOWS UNDER DOS ATTACK,

ROW 2 SHOWS NORMAL COMMUNICATION.

Obj at CB CB→CC at CC CC→CB at CB

1 CB2 t=656 ∆t=7.182 t=663.182 ∆t=0.135 t=663.317
CB4 t=656 ∆t=7.115 t=663.115 ∆t=0.135 t=663.250

2 CB2 t=656 ∆t=0.202 t=656.202 ∆t=0.134 t=656.336
CB4 t=656 ∆t=0.134 t=656.134 ∆t=0.135 t=656.269

Note: CB denotes Circuit Breaker, and CC denotes Control Center, unite is
in millisecond (ms).

2) Load Redistribution and Man-in-the-Middle Attack:
a) Load redistribution attack: In this case we evaluate

the Load Redistribution (LR) attack identified in [48]. The
LR attack is a special type of the false data injection attack
which has more practical constrains on the attackable nodes
in smart grid. Particularly, while false data injection attack
treats each node homogeneously, LR attack assumes that the
attacker can only attack the load, i.e., the power consumers.
Other components such as generators are not attackable be-
cause those critical components are usually more intensively
protected, e.g., by physical protections such as fences or video

Control 
Center

IED_section4

Breaker_4
IED_section2*

① 

② 

a 

b Router

Load 11

Substation 
69kV/12kV

Load 15

Load 12

Load 16

Load 13

Load 17

Current / Power flow

Circuit breaker 4

2. Trip 1. Current exceed threshold

1. Less power
dispatched

① 
② 
a 
b 

Over current
Trip
Less load reported 
Less power dispatched

Fig. 9. Load Redistribution attack.

surveillance. Note in this attack, the attacker’s goal is not to
change the actual load, i.e., the power consumed, but to modify
the load reading, which is the monitored value that is sent to
the control center.

In this case, we assume that the attacker compromised smart
meters m11, m12, m13, m15, m16, and m17. Two critical
constrains of the LR attack are that the summation of the
load readings in the attacked area remains unchanged, which
means if the attacker increases the reading on some meters,
he has to reduce the same amount on others such that that
summation of total readings matches the total power that is
actually consumed, such that the control center is less likely
to identify any system anomaly; and the changed reading on
each individual load does not exceed 50% of its actual load,
since the more significant on the changes, the more likely the
control center will notice the existence of such attack. The
attack scenario is shown in Fig. 9.

1) The attacker increases the readings on meter m15, m16,
and m17; and decreases the readings on meter m11, m12,
and m13 accordingly, and the total increased value at
load l15, l16, l17 equals the total decreased value at load
l11, l12, l13.

2) The attack is deployed in 3 steps, each of which takes
0.1 seconds. Within each step, at load l15, l16, and 17, the
attacker increases their readings by 15% of their actual
load, and at the same time he decreases the same amount
on the readings of load l11, l12, and l13. The total change
(increase/decrease) of readings for each load is 45% of
its actual load at the end of the 3rd step.

In Fig. 9, we use section 2∗ to denote the section which is
comprised by load l11, l12, l13 and l14, i.e., section 2 excludes
load l10 and section 4, which is the most direct victim of this
attack and therefore the results are more straightforward to be
analyzed.

The maximum threshold on feeders in both section 2∗ and
section 4 is set to be 250A.

The simulation result is shown in Fig. 10, in which we only
present the change on the current and power, where voltage
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Fig. 10. Load redistribution attack simulation in Greenbench.

shows the same trend and is omitted.
1) t=0.5s: Attacker starts the attack. Before this time

instance, both branches are running normally and the
current remains at 210A before the attack.

2) t=0.5s-0.7s: Readings in section 4 increases with 15%
per each 0.1 sec, while readings in section 2∗ decreases
with the same pace.

3) t=0.7s: Current at section 4 reaches 253A and exceeds
threshold, an overcurrent message is sent to the con-
trol center. The control center sends trip message to
breaker 4, and section 4 loses power supply, as shown
by Fig. 10(a).

On the other hand, as shown in Fig. 10(b), because the mon-
itored load decreases in section 2∗, less power is dispatched
to this branch, and consequently the current becomes lower
than it should be, which will also cause abnormal behavior of
power devices in this section.
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b) Load redistribution and man-in-the-middle attack:
As shown previously, composite attacks are able to cause

holistic results compared with single attacks. In this case,
we consider another classic cyber-attack, i.e., the Man-in-the-
middle attack, and further explore the impacts of composite
attacks. Specifically, we assume that at the same time the LR
attack is launched, the attacker also compromises a router and
applies a Man-in-the-middle attack, in which he eavesdrops
messages processed by the router, locates the “trip” message
sent from the control center to breaker 4, and modifies the
destination of the “trip” message to breaker 3. This scenario
is shown as in Fig. 11.

Fig. 12 shows the result of this scenario. Same as in the
LR single attack case, the attack begins at 0.5 second, and at
0.7 second, the monitored current at section 4 exceeds 250A,
and the control center sends the “trip” message to breaker 4
in order to isolate the fault. However, because the attacker
also compromised the router, the “trip” message sent by the
control center was redirected to breaker 3. As a direct result of
the redirected message, breaker 3 trips and causes a blackout
at section 3, which is shown in Fig. 12(d). On the other
hand, because breaker 4 does not receive the “trip” message
from the control center, the circuit breaker remains closed,
which makes the feeder in section 4 run under a overcurrent
situation. At time 1.3 second, 0.5 seconds after running with
overcurrent, the extra heat caused by the overcurrent causes
the transmission line to melt down and a line-to-ground short
circuit fault happens, which results in a disastrous impact to
the whole power grid. Fig. 12(b) and Fig. 12(c) show the
current and power flow at section 2∗ and section 4, in which
the current jumps more than 4 times of its normal value; and
the power on both branch suddenly dropped to negative, which
indicates a reverse current flow. As the summation of both
section 2∗ and section 4, the situation in section 2 is much
worse as is shown by Fig. 12(a). The current surges from 461A
to 16,600A, which is more than 30 times of the normal value.
Such a significant change will surely cause severe damage to
all power devices that are connected in the grid, which can
serve as a starting point of a larger-area cascading failure.
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Fig. 12. LR attack and Man-in-the-middle attack.

3) Summary: In these two composite attack cases, the
attacker targets at the control center instead of any practical
power devices, and as shown by the simulation results, the
control center targeted attacks are much more destructive
than those targeted on any individual power devices. This
conclusion follows our commonsense, because the control
center is analogous to the brain of a human being, and a dam-
aged brain is undoubtedly more dangerous than any broken
limbs. Nevertheless, our study and Greenbench simulation also
provides insights to smart grid security study.

First, it provides quantitative results to show the significance
of data-centric attacks, both control center targeted and power
devices targeted. For example, as shown by the false data
injection and DDoS attack, we see not only that composite
attack is more destructive than single attacks, but also that
the a composite attack can result in more than 10 times (in
perspective of voltage collapse) in the consequence compared
with single attack. With these quantitative results, we are able
to compare their impact, and more wisely allocate our efforts
on addressing the most imperative threats in smart grid.

Second, more practically, even though it is impractical to
entirely eliminate all data-centric attacks, which serve as the

ideal optimal option, we can at least greatly limit their impacts,
i.e., achieve the sub-optimal option, by making it difficult for
attackers to combine multiple attacks at the same time. This
conclusion essentially sheds light on the necessity of a robust
and secure quarantine policy on maintaining such critical
infrastructures. For example, the Stuxnet [9] is a computer
worm targets at the SCADA system [49], which is the control
system used in power grids, and ruined many nuclear power
plants in multiple countries in the world. Studies has shown
that the Stuxnet worm is originally introduced in to the control
system by personnel with removable devices, e.g., USB flash
drives. It can be imagined that, although it is not practical
to prevent attackers from exploiting vulnerabilities of the
SCADA system, since it is a generally available commercial
application, and developing malicious code to attack it, this
disaster can be at least greatly limited if a better quarantine
policy is deployed, e.g., strictly separate personal digital
devices from accessing critical infrastructures. Furthermore,
according to the author’s working experience in the industry, it
is not uncommon in practice that the usernames and passwords
for multiple servers are set to be exactly the same, or with
easy-to-guess patterns. This practice also greatly weakens the



security level, and exposes the system to more potential risks.

C. Evaluation of Countermeasures
In this case we evaluate and discuss one possible counter-

measures regarding data-centric attacks stated above, which
is the authentication. Authentication is a common practice in
modern communication networks to guarantee the authenticity
of the message. Authentication can be implemented in multiple
means [50], and some of the most generally used methods
include using cryptography, i.e., encrypt the message with
a key that is only known to the message sender and the
receiver, or using the message authentication code (MAC),
which generates a unique value based on the message and
the key shared by the sender and the receiver. Although there
is no doubt that message authentication can prevent messages
from being tampered by attackers, the concern here is the extra
delay that is caused by running the algorithm, i.e. as we have
shown in the false data injection and DDoS attacks, smart grid
is so time-critical such that merely 7 millisecond delay is able
to make significant difference in the power grid. In this case
we evaluate a case which implements data authentication, and
observe that whether authentication can benefit smart grid.

We build this case based on the false data injection attack
that is demonstrated above, and we briefly revisit the case here.
Remind that in the false data injection attack, the attacker
compromised the meter m15, and causes a fault in the system.
This fault is immediately detected by the IED located on
breaker 4, and reported to the control center. And the control
center then sent the “trip” message to breaker 4 and isolated
the fault. In that case, we did not assume any authentication is
applied between the communication of the control center and
the breaker 4, therefore, messages exchanged between them
may be tampered by attackers who is able to intercept the
message, such as by the Man-in-the-Middle attack. In this
case, we assume data authentication is implemented on the
communication between the two components, and evaluate
whether the authentication delay is acceptable in smart grid.

In this case we choose to implement the Hash-based Mes-
sage Authentication Code (HMAC) [51] with slight variations
to facilitate our simulation. We assume that the breaker 4 and
the control center share a secret key (denoted as key), and
for each message to be exchanged between them (denoted as
msg), they will calculate the HMAC as H(key⊕msg), where
H(·) denotes the hash function [52], and we choose to use the
SHA1 [50] as the implementation, which is one of the most
widely adopted hash functions. The HMAC will be sent along
with the original message, and the message is verified by the
receiver by recalculating the HMAC based on the message and
comparing with the one that was received.

In order to obtain a practical value of the algorithm running
time, we conducted experiments with physical devices de-
scribed as follows. We use a laptop (Intel Core i7 2.9Ghz, 4GB
memory, running Ubuntu 12.04LTS) as the representation of
the control center, in the meantime we use a relatively high-end
(compared to current commercial devices in industry such as
[53]–[55]) ARM based embedded computer (ARM9 500MHZ,
128MB memory, running tx-linux2.6.21) as the representation
of the IED located on the circuit breakers.

We emulate the communication scenario stated before my
letting the IED generate a message and calculate the HMAC,
and send the message along with its HMAC to the control
center. The control center will re-compute the HMAC to verify
the authenticity of the message, and then generates another
message, calculates the HMAC and sends both the message
and its HMAC to the IED, and the IED will run the algorithm
again to verify the message.

We choose the message length to be 240 Bytes, which is
the packet size of the Modbus protocol [56], a communication
standard generally used in power grids. Note that the packet
size can vary for different commercial implementations, and it
is not our intention to match exactly to practice, nevertheless,
we argue that 240 Bytes is a reasonable size considering a
message should at least contains various high-precision values
such as voltage, current, phase, frequency, etc.

We measure the total delay from the beginning the IED
generates the message, to the end when it successfully verified
the message replied by the control center, which is 3.9 millisec-
onds according to our experiment, and add this extra delay into
the Greenbench simulation. We present the simulation result
in Fig. 13, in which we omit the “bird-view” figures as they
are very similar to those shown in Fig. 6 and Fig. 8.

From Fig. 13 we observe very interesting yet counter-
intuitive results, i.e., the delay caused by the HMAC calcu-
lation can also cause very serious system instability, although
slightly better than the DDoS case shown in Fig. 8. The voltage
collapse for 20% and 18% percent in section 1 and section 3,
which are not acceptable values as in most case the voltage
variation is allowed within only 5% in practical power systems.

As a summary, in this case we evaluated a countermeasure
which is generically used in Internet application to enforce
message authentication, i.e., the Message Authentication Code.
Ironically, the result shows that conventional cyber-attack
countermeasures may not be directly used in the paradigm
of smart grid, mainly because the smart grid is extraordinarily
sensitive to delays. This observation suggests the necessity of
smart grid specific security solutions are under high demand.

D. Extended Study: Large Scale Smart Grid
An intuitive yet non-trivial question regrading the impact of

data-centric attacks lies in the scale of the power grid. In a
larger scale power grid in which substations are connected to
a larger grid, the same attacks may not be able to result in the
same significance as they did in the Green Hub. Therefore, it is
necessary to evaluate and understand the impact of data-centric
attacks in a larger scale power grid. To this end, we build the
IEEE 57-bus power transmission system [57] in Greenbench,
and we pick the jamming the price signal attack, and the false
data injection attack that have been evaluated on the Green
Hub, as two representative cases, in order to study the impact
of data-centric attacks in larger scale smart grid. Since the
IEEE 57-bus is a standardized power grid models that are used
in many research works, and its detailed information, such
as topology and bus/line parameters, are commonly available
online (such as [57]), we skip the description of this system,
and directly refer to the index/name of buses and transmission
lines in the following description.
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Fig. 13. Authentication Delay Causes Significant Voltage Collapse during Smart Grid Emergency.
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Fig. 14. Jamming attack in IEEE 57-bus system: large amount of load change
does not cause noticeable distortion on any curves, in both single-domain and
Greenbench simulations.

1) Jamming the Price Signal Attack: In order to make a
significant load change, we pick the top 3 buses which are
connected to the largest load in the system, which are Glen
Lyn, Clinch Rv and Saltville, these 3 buses consume more
than half of the power in the system (648MW/1250.8MW).
We simulate this system in Greenbench follow the same
procedure as has been conducted previously, and we present
the simulation result in Fig. 14. Note that since the IEEE 57-
bus system contains 57 buses and 81 transmission lines, it is
nor feasible to demonstrate the change of parameters at every
line or bus. Therefore, we randomly choose the transmission
line between bus b13 and b14, and present the voltage, current
and power change on this line. During our simulation, we also
measured other lines, which shows similar trend but only with
different value, thus these results are omitted here.

Surprisingly, although the portion of load change in this case
(i.e., more than 50%) is larger than that in the Green Hub case,
the simulation does not show any visible distortion for current,
voltage or power, with (i.e., Greenbench simulation) or without
(i.e., single domain simulation) communication delays. As a
matter of fact, The simulation result for both Greenbench
simulation and single domain simulation are exactly the same

as shown in Fig. 14, which indicates that the IEEE 57-bus
system is less sensitive to large load change, and one possible
reason could be this system is powered by multiple generators
and thus the load change can be off-loaded by all of them,
instead of the Green Hub which has only one generators.

2) False Data Injection Attack and DDoS Attack: Remind
that in the previous study of the false data injection attack, the
attacker managed to cause a overcurrent fault on a transmission
line. Further, in the DDoS attack case, we demonstrated that
because an extra 7 milliseconds delay is caused by this attack,
the power system undergoes severe instability. We hereby
simulate a similar scenario in the IEEE 57-bus system. In
particular, we assume that with the same attack, the attacker
causes overcurrent on the line between bus b23 and b24, which
is a randomly chosen location in the system. We first show
the result with only processing and transmission delay in Fig.
15(a). We observe that a larger scale system is less sensitive
to the false data injection attack. For instance, in Fig. 15(a)
we can see the voltage drop is less than 1.5%. We further
simulate the DDoS case in this system, and we notice that
for the 7 milliseconds delay that resulted in significant voltage
collapse in Green Hub, it is unable to make any visible change
compared to the result of the DDoS-free case. In order to
identify the resilience of this system to message delays, we
manually increase the message delay in the OMNeT++, and
find out that the reaction of the power system begins to
generate slight changes only when the delay is larger than
30ms, and the result is shown in Fig. 15(b).

3) Summary: In this section, we studied the impact of
data-centric attacks in a larger scale power system, i.e., the
IEEE 57-bus system. Compared with the Green Hub, which
represents a power distribution system with relatively lower
voltage and fewer buses, the IEEE 57-bus system is a power
transmission system that covers larger geographic area, and
has much higher voltage and more buses and generators. Our
Greenbench simulation shows that while communication delay
is extraordinarily critical for the Green Hub, the IEEE 57-bus
system is less sensitive to delays. This observation, however,
does not indicate data-centric cyber-attacks are trivial in large-
scale smart grid.

For the first reason, the power system is comprised with
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Fig. 15. False data injection attack in IEEE 57-bus system: noticeable system change happens only when communication delay is larger than 30 milliseconds.

numerous small-scale distribution systems, if the attacker is
able to breach multiple small-scale distribution systems, large
scale system outage can still be expected. Further, as it is the
distribution system which directly serves power to customers,
tremendous loss can be caused if the attacker choose to
attack the distribution system that contains critical loads,
such as hospitals or data centers. For the second reason, in
practice more serious attacks can be deployed compared to
those have been showcased in this paper. For instance, we
simulated a mild DDoS attack which only slightly increases
communication delay at the milliseconds level, practically,
however, DDoS attack can easily cause complete paralyze of
the communication network.

V. CONCLUSION

In this paper, we studied the threats of data-centric attacks
and effectiveness of cyber-attack countermeasures. We devel-
oped Greenbench, the cross-domain simulation benchmark to
evaluate their impacts to the power grid. To leverage our under-
standings toward such attacks, we carry out case studies, which
cover confidentiality, integrity, availability and authenticity
aspects of data security, and evaluate them on Greenbench. Our
results convey insights and instructive suggestions for solving
smart grid security issues, from perspectives of both academic
researches and industrial applications.
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