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A High-Throughput VLSI Architecture for Hard and
Soft SC-FDMA MIMO Detectors

Katayoun Neshatpour, Mahdi Shabany, and Glenn Gulak

Abstract—This paper introduces a novel low-complexity
multiple-input multiple-output (MIMO) detector tailored for
single-carrier frequency division-multiple access (SC-FDMA)
systems, suitable for efficient hardware implementations. The
proposed detector starts with an initial estimate of the transmitted
signal based on a minimum mean square error (MMSE) detector.
Subsequently, it recognizes less reliable symbols for which more
candidates in the constellation are browsed to improve the initial
estimate. An efficient high-throughput VLSI architecture is also
introduced achieving a superior performance compared to the con-
ventional MMSE detectors with less than 28% added complexity.
The performance of the proposed design is close to the existing
maximum likelihood post-detection processing (ML-PDP) scheme,
while resulting in a significantly lower complexity, i.e.,
and times fewer Euclidean distance (ED) calculations in
the 16-QAM and 64-QAM schemes, respectively. The proposed
design for the 16-QAM scheme is fabricated in a 0.13 CMOS
technology and fully tested, achieving a 1.332 Gbps throughput,
reporting the first fabricated design for SC-FDMA MIMO detec-
tors to-date. A soft version of the proposed architecture is also
introduced, which is customized for coded systems.
Index Terms—ASIC implementation, LTE, MIMO, PDP,

SC-FDMA, soft decoding.

I. INTRODUCTION

T HE 3rd generation partnership project (3GPP) defined
long term evolution (LTE) to meet the requirements of

the 4G wireless communication. LTE combines multiple-input
multiple-output (MIMO) technology with orthogonal fre-
quency division-multiple access (OFDMA) technology in the
downlink and single carrier-frequency division multiple access
(SC-FDMA) in the uplink to achieve peak data rates of 300
Mbps and 75 Mbps, respectively.
LTE-Advanced (LTE-A),which is an evolution of LTE,

supports single-user spatial multiplexing of up to eight layers in
the downlink and four layers in the uplink targeted to achieve
peak data rates of 1 Gbps and 500 Mbps, respectively [2].
The SC-FDMA utilizes a discrete Fourier transform-spread
OFDM (DFT-S-OFDM) modulation with similar performance
compared to the OFDM. Its main advantage is to provide a
lower peak-to-average power ratio (PAPR), which makes it
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the technology of the choice for the uplink [3]. However, the
implementation of a MIMO detector in an SC-FDMA system is
significantly more complicated than that of an OFDMA system.
This is due to the fact that the transmitted data is mixed together
because of the extra DFT block used naturally in an SC-FDMA
system. Therefore, the implementation of a low-complexity
MIMO detector is needed and is the main challenge in the
SC-FDMA framework.
Several designs have been proposed for SC-FDMA MIMO

detectors among which the linear frequency domain equalizer
(FDE) receivers, including the minimum mean square error
(MMSE) and zero forcing (ZF), are often used due to their
simplicity [3], [4]. Similar to the case of MIMO systems,
successive interference cancellation and iterative techniques
can be used to enhance the performance of the FDE receivers
[5]–[7]. However, these techniques introduce long delays due
to their iterative nature.
The maximum likelihood (ML) receiver, on the other hand,

offers an optimal bit error rate (BER) performance but in-
curs very high computational complexity especially in the
SC-FDMA receivers. Considering the compromise between
the BER performance and the complexity, typically suboptimal
methods are employed. In this paper, a detection scheme is
proposed for MIMO SC-FDMA systems, which provides
near-optimal performance with a significant reduction in the
complexity especially for large constellation sizes. The pro-
posed design is fabricated in a 0.13 CMOS technology and
fully tested. Moreover, in order to benefit from the enhanced
signal integrity offered by coded systems, the proposed hard
decoding architecture is also modified to create optimized for
area and the other, optimized for a better BER performance.

II. SYSTEM MODEL

A. Transmitter
Fig. 1 shows the transmitter side of a MIMO SC-FDMA

system with transmit and receive antennae supporting
users. The data stream on each transmit antenna is grouped

into blocks of symbols, as follows

(1)

where the superscript represents the transpose operation,
is the antenna index, is the DFT size, and represents the
data on the transmit antenna for user , whose elements are
chosen from a -ary quadrature amplitude modulation (QAM)
constellation. After the DFT operation, the frequency domain
(FD) representation of data on antenna is obtained and is
denoted by .
The next step in the SC-FDMA transmitter is to map the

frequency domain outputs of the DFT block to existing or-
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Fig. 1. MIMO SC-FDMA transmitter for user with transmit antennae.

thogonal sub-carriers, denoted by the “Sub-carrier mapping” in
Fig. 1. There are two typical methods for the sub-carrier allo-
cation, i.e., the localized and distributed method [3]. In the lo-
calized method, the FD outputs of each DFT core occupy con-
secutive sub-carriers in the bandwidth, while in the distributed
method, the FD outputs are spread over the entire bandwidth
with zeros on the unoccupied sub-carriers. Since the sub-car-
riers allocated to each user are consecutive in the LTE standard
[8], the localized method is considered in this paper.
Using the localized sub-carrier allocation scheme, the DFT

outputs are mapped to sub-carriers allocated to each user to
produce (Fig. 1). The localized sub-carrier mappingmatrix
for user is denoted by

(2)

where is an -dimensional identity matrix. The resulting
FD SC-FDMA signal, , is transformed into the time-do-
main (TD) through an -point inverse fast Fourier transform
(IFFT) operation, resulting in the TD signals as follows.

(3)

where is the normalized -point DFT matrix, and
is the normalized -point IFFT matrix. Finally, a cyclic prefix
(CP) is inserted and the final SC-FDMA signal is ready for trans-
mission.

B. Receiver
A conventional linear SC-FDMA detector for user is

depicted in Fig. 2. After the CP removal on antenna at the
SC-FDMA receiver with receive antennae, the received
signal is denoted as

(4)

where is the -point circular convolution,
represents the additive

white Gaussian noise (AWGN) on antenna , and is the
channel impulse response (CIR) between the transmit antenna

and the receive antenna for user . Using an -point
fast Fourier transform (FFT) and performing the sub-carrier
de-mapping, the FD signal of user , received at antenna is
denoted as

(5)

Therefore, the transmitted signal of each user can be detected
individually, implying that index can be removed, hereafter,
for brevity of discussion.

Fig. 2. MIMO SC-FDMA receiver for user with receive antennae.

It is worth mentioning that the symbols in are elements of
a QAM constellation but due to the presence of the DFT core,
which produces a linear combination of the constellation points,
the signals are no longer from a QAM system. This makes
the design of the equalizer very challenging compared to the
normal MIMO OFDMA detectors. In other words, due to this
blending effect of the DFT, theML detection is impossible in the
frequency domain. However, if the effect of the DFT is taken
into account in the form of an effective channel matrix (i.e.,

), the time-domain ML detection is theoretically feasible.
In this paper, without loss of generality, it is assumed that

the number of transmit and receive antennae are the same. Let
, an matrix, be a set of con-

stellation points at the transmitter, consisting of the signals of all
sub-carriers and all antennae and ,
an matrix, be the de-mapped signal obtained from
the receiver antennae. Therefore, the effective channel matrix,

can be defined as an matrix, highlighted
in Fig. 2 by a gray box, which takes the mixed effects of both the
channel and DFT block into account. Irrespective of the various
existing approaches to derive the effective channel ([9], [10]),
the new time-domain ML detection problem can be formulated
as follows.

(6)

where represents a -ary QAM constellation. While the ML
detection provides the best performance, it is easy to see that the
complexity of the detection problem in (6) grows exponentially
with . For instance, in LTE-A, the spatial multiplexing
of up to four antennae is allowed, (i.e., a 4 4 MIMO system),
and the DFT size is a multiple of 12, resulting in
for the case that only one resource block, consisting of 12 con-
secutive sub-carriers [8], is allocated to each user. Merely run-
ning software simulation over the entire expected SNR requires
months of running simulations, with no added value at the end.
Therefore, intelligent methods need to be devised to drastically
reduce the complexity of the detection problem.

III. PREVIOUS WORK

A number of system-level solutions have been proposed to
reduce the complexity of the MIMO detection problem in (6),
however none of them have described a detailed hardware im-
plementation.
In [11], a grouping-based ML detector using an orthogonal

projector is proposed to reduce the candidate size for the ML
detection. While its performance is close to that of the ML de-
tection with a reasonable complexity for the quadrature phase
shift keying (QPSK) modulation scheme, its implementation is
impractical for large constellation sizes.
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Fig. 3. The proposed PDP algorithm.

In [10], a soft ZF/MMSE estimate of the signal is derived fol-
lowed by a sphere decoding (SD)/Chase algorithm to improve
the performance of the MMSE/ZF FDE. However, the execu-
tion of the Chase or the SD on symbols results in a
very high complexity for large constellation sizes.
Alternatively, the post detection processing (PDP) is sug-

gested in [9], where the ML-PDP algorithm selects the
erroneous symbols from an initial estimate of the symbols
obtained from an MMSE detector and performs the partial ML
on them to improve the BER performance, which still incurs a
high computational complexity for large values.

IV. HARD DECISION DETECTION SCHEME

The PDP algorithm in this paper, consisting of three stages, is
illustrated in Fig. 3, where , is the channel
matrix for the -th sub-carrier and the superscript is the Her-
mitian transform. These stages are described in the sequel.
First Stage: An MMSE equalizer1 is utilized to produce the

initial estimate of the symbol sequence by reversing the channel
effect for each sub-carrier to estimate the transmitted FD sig-
nals. Subsequently, an -point IDFT operation is executed on
all sub-carriers to find time-domain signals. Therefore, the ef-
fect of the channel and the DFT are taken into account indepen-
dently in this stage of the detection process. The IDFT outputs
(i.e., ) are then mapped to the constellation points and grouped
to produce symbols in the initial estimate, .
Second Stage: In order to improve the initial MMSE esti-

mate, a number of symbols in the initial estimate are selected.
For these selected symbols, extra possible candidates in the con-
stellation are explored to see if they result in a better estimate.
The selected symbols are, in fact, the ones that were initially
more prone to error, called the “erroneous symbols.” In order
to find the erroneous symbols, a reliability metric (i.e., the error
probability (EP) metric) is defined for each symbol representing
its error probability. To calculate the EP metric, each symbol in
the initial estimate is replaced with all other possible constella-
tion points, with their corresponding Euclidean Distances (ED)
calculated while other symbols remain unchanged. Then the

1MMSE is shown to have a better BER performance compared to ZF [10].

lowest ED among them is defined as the EP metric for that spe-
cific symbol. It can be shown that the symbols with the lowest
EP metric are the least reliable ones [12]. This process can be
mathematically formulated as follows.
Let be the initial estimate. The sequence

is defined as a sequence in which the -th symbol in (i.e., )
is replaced with the -th symbol in , where is the set
of all constellation points excluding the -th symbols in . Thus,

(7)

(8)

Therefore, the EP metric for the -th symbol is defined as

(9)

and is introduced as its corresponding constellation point.
In order to find the symbols with higher error probabilities,

this metric should be calculated for all symbols in the initial
estimate and number of them, producing the lowest values
of , are considered as the erroneous symbols. Thus, a total of

EDs needs to be calculated.
Moreover, in order to decrease the number of ED calcula-

tions to find the lowest values, it is proposed to search over
only a subset of the constellation points, (i.e., points close
to the MMSE output), where the minimum value in (9) is more
likely to be. This subset can be efficiently selected using the
complex Schnorr Euchner (SE) enumeration technique, which
is an on-demand technique to enumerate the constellation points
in the order of non-decreasing ED values.
Alternatively, the real and imaginary parts of the

MMSE output can be rounded to the nearest values in
to produce the

initial estimate and the first symbol in the candidate list. Sub-
sequently, points in the constellation close to each symbol
in the initial estimate are selected to form the candidate list
for that symbol. By choosing an appropriate value for with
respect to the constellation size, the BER performance loss is
negligible (see Section VIII).
In fact, in the proposed scheme in this paper, in order to pro-

duce the minimum value in (9), only the EDs of the points in the
candidate list of each symbol are calculated and their minimum
value is considered as the EP metric for that symbol. After the
calculation of EP metrics for all symbols in the initial estimate,

symbols with the lowest values of EP metric are selected
as the erroneous symbols. Using this method, the number of ED
calculations is decreased from to (e.g.,
a 5 decrease in the 16-QAM scheme with and a 12
decrease in the 64-QAM scheme with ).
Third Stage: In the conventional ML-PDP, an ML detection

is performed on a subset of the initial estimate (i.e., the er-
roneous symbols) in order to improve the result. However, the
complexity of this process grows exponentially with the number
of selected symbols (i.e., requires ED calculations).
In this paper, in order to alleviate this computational com-

plexity, the on-demand idea in the second stage can be further
utilized in the third stage too. In other words, each erroneous
symbol is substituted with the constellation points derived in
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Fig. 4. The iterative algorithm (a) with the resource sharing, (b) with additional
hardware.

its candidate list, and their corresponding EDs are calculated
while other symbols remain unaltered. If any of these points pro-
duces an ED less than that of the initial estimate, that point is
replaced as the final decision for that symbol, otherwise it re-
mains unaltered. This process is performed for all selected
symbols. Since all required ED values are derived in the pre-
vious stage, no additional ED calculations are required for this
stage, which is the advantage of the proposed approach. This
reduction in complexity comes at the cost of performance loss,
which is shown to be negligible in Section IX.
The proposed method can also be implemented iteratively,

where in each iteration, a number of erroneous symbols are se-
lected and a partial ML is executed over them, resulting in a
better BER performance. Fig. 4 shows two different methods for
the realization of the iterative algorithm for one iteration. In Fig.
4(a), the resource sharing results in a little extra hardware com-
pared to the non-iterative approach; however, the throughput of
the design is one half. The unfolded architecture in Fig. 4(b) on
the other hand, requires more additional hardware; with no re-
duction in throughput relative to the non-iterative algorithm. In
this paper, with the throughput improvement in mind, the un-
folded architecture is implemented.

V. IMPLEMENTATION ISSUES

A. L2 Norm and L1 Norm

The proposed detection scheme requires ED
calculations in the second stage, each requiring , L2 norm cal-
culations. In [13], the ED calculation for the SD algorithm was
simplified by replacing the L2 norm with L1 and norms. In
a 4 4 system with a 16-QAM modulation scheme, the L1 and

implementations infer a 0.4 dB and 1.4 dB SNR penalty,
respectively. In [14] a simplified K-best algorithm based on the
L1 norm is introduced, which reduces the circuit complexity,
while only causing a small BER performance degradation. The
L1 norm is selected over the norm due to its superior BER
performance. For the proposed algorithm in this paper, as veri-
fied by the simulation results (see Section IX), to further reduce
the complexity, the L2 norm calculation is replaced by an L1
norm (the Euclidean distance is replaced with Manhattan dis-
tance) without affecting the BER performance.

Fig. 5. The first stage of the proposed architecture.

B. Reformulation
Based on the above modification, the equations for deriving

the EP metrics can be formulated as follows.

(10)
(11)

where is the Manhattan distance (MD) of the vector cor-
responding to the -th symbol in the candidate list of

, (i.e., ) from , denotes the term on the -th
column and -th row of , is the -th symbol in , and

is the candidate list for . The computation in (10) in-
cludes sum-of-products (SOP), each requiring complex
additions and multiplications, still a high computational com-
plexity. However, as described in the sequel, leveraging the
pipelining techniques, and considering the fact that many of the
terms that are used for MD calculations are redundant, this com-
plexity can be greatly reduced.
In fact (10) implies that each MD consists of the sum of

terms, each being an SOP. If each SOP is performed in one clock
cycle, the accumulative sum of these SOPs yields the final sum
after clock cycles. Thus (10) is rearranged as follows.

(12)

(13)

where the subscript refers to the -th symbol in and the su-
perscript refers to a symbol in the candidate list of . Thus

is produced in the -th clock cycle and as a result
all MDs are calculated after clock cycles.

VI. THE HARD DETECTION VLSI ARCHITECTURE

Fig. 5 depicts the first stage of the detection scheme. Ac-
cording to this architecture, one MMSE block and number
of -point IDFT blocks are utilized. In each clock cycle, the
MMSE block generates outputs, which are kept in regis-
ters via the serial-to-parallel block. After clock cycles, an
-point IDFT is executed on these outputs. Since efficient im-

plementations of the MMSE and the IDFT block already exist
in the literature, the focus of this paper is geared toward the re-
alization of the second and third stages.
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Fig. 6. The second and third stages of the proposed hard PDP architecture.

TABLE I
THE SCHEDULING OF THE INPUTS TO THE PROPOSED ARCHITECTURE

The architecture of the second and third stages of the pro-
posed scheme, is depicted in Fig. 6, where the dashed lines de-
note a number of the pipelining stages. The inputs of the archi-
tecture are the channel coefficients, the outputs of the MMSE
detector, and the received FD signals at the receiver. In fact, the
“H” inputs represent the values of all the terms in the -th row
in at the -th clock cycle, the “Z” inputs are the outputs of
the first stage, and the “Y” input represents the -th element in Y
at the -th clock cycle. The architecture performs the detection
in clock cycles. The scheduling of the inputs during these
clock cycles is illustrated in Table I.
Disregarding the delay produced through the pipelining

stages, is produced in the -th clock cycle. The
candidate list generator (CLG) block in Fig. 6 generates the
candidate list for each symbol. Using the generated list, the
PMD block calculates the MDs for all the points in the candi-
date list of each symbol except the initial estimation after
clock cycles. The structure of the PMD block is based on the
candidate list size (i.e., ). The detailed structure of the PMD
calculation block is shown in Fig. 7.
Since the candidate list elements (i.e., s) and s are from

a QAM constellation, while sharing the same real or imaginary
parts, all the multiplications in (12) and (13) are constant com-
plex multipliers, which take only specified values and can be
realized by using only shift and add operations.
The Min blocks in Fig. 6 calculate the lowest values of the

MDs derived by the PMD blocks for each symbol (i.e., ) along
with their corresponding constellation points (i.e., ). Since
clock cycles are required to produce the EP metric values, the
sorting can also be done in clock cycles using a minimum
hardware, which results in the minimum values of the EP met-
rics and their corresponding constellation points along with in-
dices indicating the symbols selected as the erroneous symbols
(e.g., and ). The detailed structure of the Sorter with

is depicted in Fig. 8.

Fig. 7. The detailed structure of the PMD block.

Fig. 8. The detailed structure of the Sorter with .

Since the candidate list of the symbols is the same in the
second and the third stage, the MDs that are required be calcu-
lated in the third stage are already derived. Therefore, the min-
imum MD value among the points in the candidate list of each
erroneous symbol (derived in the second stage), will be com-
pared to the MD of the initial estimation (i.e., in Fig. 6)
and if smaller, its corresponding point is selected as the detected
symbol. The register bank initially holds the values of the initial
estimation. The comparator blocks compare the EPmetrics with
the MD of the initial estimate and eventually the final decisions
will be stored in the register bank.

VII. SOFT DETECTION SCHEME

The architecture in Section VI provides a hard decision
output (i.e., ) based on the transmitted symbols. While the
proposed structure provides a superior BER performance com-
pared to the conventional MMSE receivers, a soft-coded system
is proposed that complies with advanced wireless standards. In
a coded system, the transmitter encodes the message by using
an error-correcting code.
At the receiver, the decoding is performed based on the ex-

trinsic log-likelihood ratios (LLR) calculated by the MIMO de-
tector. The LLRs are in fact the soft information representing
the reliability of the detection. In contrast to a hard MIMO de-
tector where a hard decision is made for each bit, a soft MIMO
detector generates a value for each bit representing the proba-
bility of its being one or zero.
In order to enhance the performance of the coded system,

the MIMO detector will have to generate a soft decision based
on the transmitted symbols. In a -ary QAM modulation, LLR
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values must be calculated for all bits in each symbol resulting
in number of LLR calculations for symbols.
Let's define as the -th symbol in the vector and

as the -th bit in the -th symbol of . Assuming that there is no
prior knowledge of the transmitted signal, and using the
operation, the LLR value for the -th bit in the -th symbol of
the initial estimation (i.e., ) can be estimated as follows
[15].

(14)
where is the per-stream SNR, is a vector with symbols
from the constellation, is the Euclidean distance of the
vector from ,
and . Thus
is the set of all vectors in which, the -th bit in the -th symbol
is one.
It can be inferred from (14) that number of EDs

should be calculated for each LLR value, which results in a total
of ED calculations, making it impossible
to run simulation results for (14) to evaluate the performance,
let alone the hardware implementation complications.
In order to minimize the number of ED calculations, it is pro-

posed to search over only a subset of and ,
called and , respectively, where the minimum
values in (14) are more likely to be. In fact, is proposed
to be defined as follows.

(15)

and is defined with the same approach for .
Thus for each bit, instead of checking all the possible
combinations, only the vectors, which are identical to the initial
estimation for all symbols excluding the -th symbol are inves-
tigated, resulting in only Euclidean distance calculations
for each bit.
Moreover, in order to implement this soft decoding algorithm

for the MMSE output, the candidate list derived in the second
stage of the hard PDP scheme (i.e., ) is explored. For each
symbol, the candidate list includes the constellation points close
to the initial estimation (as discussed in Section V). The simpli-
fied LLR values, scaled by a factor of are thus calculated as
follows.

(16)

where,

(17)

For each bit, the candidate list elements belong to either
or . Utilizing this method, and by replacing

Fig. 9. The second and third stage of the MMSE soft detection architecture.

Fig. 10. The detailed structure of the LLR- block with .

EDs with MDs, all the values required to calculate the min-
imum values in (16) can be derived through the proposed hard
decoding architecture in Fig. 6. However, whether each calcu-
lated MD is associated with a vector in or
is yet to be determined through a new architecture. Thus the ar-
chitecture in Fig. 6 can be modified to create the architecture for
the MMSE soft detector. The resulting modified architecture is
depicted in Fig. 9.
The structure of the Manhattan distance block was de-

picted in Fig. 6. The LLR- block calculates the LLR value
for the -th bit in a symbol. The detailed structure of the
LLR- block with is depicted in Fig. 10. Let's de-
fine as

the set of calculated MDs corresponding to , and
as the

set of MDs corresponding to . The Decision( ) block
in Fig. 10 determines whether each symbol in the candidate
list of the -th symbol belongs to or . The
structure of the Decision block is based on the partition of
the constellation and the candidate list. Subsequently the differ-
ence between the minimum values in and
is calculated to derive the LLR values in (16).
The architecture in Fig. 9 provides soft decisions based on the

MMSE outputs. In order to provide soft decisions based on the
proposed PDP algorithm, the input to the Manhattan distance
block should be the output of the hard decoding architecture in-
stead of , which results in better performance (see Section IX)
with the cost of extra hardware (see Table III). Therefore, the
overall architecture for the PDP soft decoding scheme is the
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Fig. 11. The architecture of the PDP soft decoding scheme.

Fig. 12. The BER performance of the proposed detection scheme in a 16-QAM,
4 4 MIMO system for various choices of .

combination of the architecture in Fig. 6 and the architecture
in Fig. 9 resulting in the overall architecture depicted in Fig. 11.
The LLR values calculated are the simplified LLRs, scaled

by a factor of 2 . Before feeding these values to the decoder
they should be scaled by , which can be calculated in the
MMSE detector in the first stage of the detection.

VIII. THE CHOICE OF PARAMETERS

Several considerations have to be taken into account for the
selection of values of and , described in the following. It
is assumed that one resource block is allocated to each user in a
4 4 MIMO system, thus and .
The value of is a critical value in the performance of

the system. If its value approaches in the ML-PDP detec-
tion scheme, the performance will approach that of ML with
the same complexity. Therefore, a judicious value should be se-
lected to offer reasonable complexity while maintaining a good
BER performance. Fig. 12 shows the software implementation
results for different values of , based on which the value of

is set to 4. Obviously, that larger values will result in a better
BER performance.
In addition, the value of is a critical parameter in defining

both the complexity and performance of the system. An appro-
priate value should be selected for with respect to the con-
stellation size, in order to have low complexity while resulting
in acceptable performance. According to the simulation results
depicted in Fig. 13, the value of is proposed to be set to 4 for
the 16-QAM scheme and for the 64-QAM scheme will
result in a slightly better performance compared to .

Fig. 13. The BER performance of the proposed detection scheme in a 4 4
MIMO system for various choices of with .

IX. SOFTWARE IMPLEMENTATION RESULTS

The BER performance of the proposed architecture for a
4 4 MIMO detector, with one resource block allocated to
each user (i.e., ), was evaluated through MATLAB
simulations, with , and for 16-QAM
and 64-QAM schemes, respectively. For simulation purposes,
an independent and identically distributed (iid) Rayleigh fading
channel model with no spatial correlation is assumed. Thus the
entries of the channel matrix were chosen independently as
zero-mean complex Gaussian random variable with variance
one per complex dimension. Perfect channel knowledge is
assumed at the receiver. As added in Section IX, while other
channel matrix models can be explored to better emulate
time-dispersive MIMO scenario, the proposed architecture is
independent from the channel model and its effectiveness in
enhancing the performance is based on the BER performance
of the baseline MMSE detector.
The SNR is defined as the ratio between the total transmit

power normalized to one, and the variance of the noise. Thus
, where is the the variance of noise vector per

complex dimension.
For the soft decoding algorithm, a turbo cyclic redundancy

check (CRC) coded system with a (1/2) code rate is considered.
The turbo code includes two non-systematic convolutional
(NSC) encoders and was generated with the TurboEncode
function of the iterative solutions coded modulation library
(ISCML). A (1/2) code, enhances the BER performance at the
cost of the doubling the bandwidth.
As Fig. 13 demonstrates, the ML-PDP architecture improves

the BER performance of the MMSE by more than 2 dB at
and 1 dB at in the 16-QAM

and 64-QAM schemes, respectively. The proposed hard PDP
architecture has negligible performance loss compared to the
ML-PDP approach, while providing a significant saving in the
hardware complexity, as addressed in Section X.
Fig. 15 compares the BER performance of the hard MMSE

and the proposed iterative and non-iterative PDP with the soft
decoding architectures. Moreover, as expected from the error
correcting nature of the coded systems, the soft decoding detec-
tors will result in a significant enhancement in the performance.
Comparing the soft MMSE and PDP algorithm yields that en-
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Fig. 14. L1, L2-norm and fixed-point results for the 16-QAM scheme.

TABLE II
THE WORD-LENGTH AND THE FRACTIONAL-LENGTH VALUES

The pair [WL,FL] stands for the word length and the fractional length.

Fig. 15. The BER performance of the proposed hard and soft decoding archi-
tectures for the 16-QAM scheme.

hancement in the BER performance in the soft PDP algorithm
is significant, i.e., almost 2 dB at , which comes at
the cost of having a twofold increase in the computational com-
plexity (see Table III).
Several simulations were performed to determine the fixed-

point effect of the variables on the overall design performance.
Fig. 14 shows the BER performance of the proposed design
with different fractional-length values for the channel coeffi-
cients and the MDs for the 16-QAM scheme. The word length
(WL) and fractional length (FL) for a number of variables, is
depicted in Table II. Fig. 14 shows the L1 and L2-norm simula-
tion results, so based on Fig. 14 the selected WL and FL is listed
in Table II which are almost the same on a wide range of SNR
values.

X. COMPLEXITY ANALYSIS

The number of ED/MD calculations is the dominant factor
in determining the complexity of suboptimal MIMO detec-
tors. Table III compares the number of ED calculations in the
ML-PDP and the proposed hard PDP architecture, as well as
the soft MMSE and PDP architectures in the second and third
stages. The ML-PDP requires and ED calcu-
lations in the second and third stages, respectively. While the

TABLE III
THE COMPLEXITY ASSESSMENT

selective ML-PDP method, in [9] tries to reduce the complexity
of the selection procedure of the erroneous symbols in the
second stage, its complexity for the partial ML detection on the
erroneous symbols still grows exponentially with the number
of selected symbols. Moreover, its computational complexity
is SNR-dependent.
On the other hand, the proposed design in this paper requires

ED calculations in total, regardless of the SNR value.
Table III shows that with the parameters selected in Sec-
tion VIII, the proposed hard PDP architecture results in almost

and times less ED calculation for 16-QAM
and 64-QAM schemes, respectively. Moreover, the required
hardware for the calculation of each ED is significantly reduced
by based on (12) and (13) and by replacing the ED with MD.
The proposed schemes utilize various computational units in-

cluding multiplexers, adders, etc. However, the complex mul-
tiplier is the largest unit, making it an important factor in de-
termining the complexity of the design. The linear MMSE de-
tector requires complex multipliers
[17]. The conventional MMSE detector, which is considered
the baseline detector for SC-FDMA requires number of
extra -point IDFT units each accounting for multipliers.2
Table III shows the number of complex multiplications for the
ML-PDP, the proposed schemes and the MMSE detector for the
SC-FDMA.According to Table III, the number of complexmul-
tipliers used in the hard PDP, soft MMSE and the soft PDP ar-
chitecture is 1.24, 1.24 and 1.48 times that of a conventional
MMSE detector, respectively, which reflects their relative cost
of improved BER performance.

XI. HARDWARE IMPLEMENTATION RESULTS
The proposed PDP architecture for the 16-QAM and

64-QAM schemes was implemented and fully tested on a Xilinx
Virtex-6 xcvlx240t using the ML605 evaluation kit. Table IV
shows the result of the field programmable gate array (FPGA)
implementation. The normalized throughput demonstrates the
data rate per transmit antenna.
The hard decoding architectures for the 16-QAM and

64-QAM schemes and the soft PDP architecture for the
16-QAM scheme were also synthesized and placed and routed
in a 0.13 1P/8M CMOS technology. The implelmentations
include the second and the third stage of the proposed detection
scheme (i.e., all the hardware in Fig. 6). An MMSE detector
and point IDFT blocks are required to be added as the first
stage to make a full receiver. The result of a deeply pipelined
MMSE detector for a 64-QAM OFDM system proposed in
[16] is also provided in this table in order to compare with a
conventional MMSE detector for the SC-FDMA as a baseline.

2The number of multiplications in the IDFT and the linearMMSE blocks may
vary based on the implementations.
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TABLE IV
THE FPGA IMPLEMENTATION RESULTS FOR HARD PDP

Normalized throughput corresponds to data rate per transmit antenna.

TABLE V
THE ASIC IMPLEMENTATION RESULTS

Gate equivalent (GE) in 130 nm corresponds to the area of their FO4
NAND gates.

Fig. 16. (a) The Die micrograph. (b) Parameters normalized to the values at
the nominal voltage.

According to Table IV, the baseline MMSE detector for
64-QAM utilizes 1556 kGE, while the proposed hard decoding
architecture utilizes 430 more kGE which reflects the increased
area cost of the proposed design Moreover,
the MMSE detector for the SC-FDMA requires extra IDFT
blocks and serial to parallel units, which will affect its area,
latency and throughput, reducing the relative contribution of
the proposed design to the overall area.
Table V shows the results of the application specific inte-

grated circuit (ASIC) implementation, where the hard 16-QAM
implementation reports the fully tested fabricated design. The
second and third stage of the hard decoding architecture for
16-QAMwas fabricated and fully tested using a Verigy 93k dig-
ital tester. Fig. 16(a) shows the die micrograph. Table VII shows
the result of the supply voltage on various parameters. More-
over, Fig. 16(b) shows how the speed, power, throughput and
the energy of the fabricated chip may change with the supply
voltage variations. As expected, higher supply voltages will in-
crease the speed and throughput at the cost of a higher power
and energy per bit consumption.
All of the achieved throughput values in both the FPGA and

the ASIC implementations satisfy the throughput requirements
of LTE and LTE-A.

TABLE VI
COMPARISON TABLE FOR THE MIMO SC-FDMA DETECTORS

TABLE VII
THE EFFECT OF THE SUPPLY VOLTAGE ON VARIOUS PARAMETERS

TABLE VIII
COMPARISON TABLE FOR THE IMPLEMENTATION RESULTS

Table VI lists the specifications of the existing SC-FDMA
detectors in literature. Most of the reported detectors, have pro-
posed a system-level design without hardware implementations.
Table VIII compares the implementation results of the proposed
architecture with that in [18], which shows that the proposed
soft PDP architecture for the 16-QAM scheme achieves 1.3
higher normalized throughput and 2.6 higher throughput in
the FPGA platform, compared to the best design to-date for the
soft detection. The hardware implementation of the proposed
architecture for 64-QAM is the first reported FPGA or ASIC
implementation to-date.

XII. CONCLUSION

The architecture of a practical receiver was implemented and
tested in an FPGA and ASIC platform for MIMO SC-FDMA
systems, resulting in a superior BER performance compared
to the MMSE detector and lower complexity compared to cur-
rent reported designs. The BER performance of the proposed
detection scheme is close to ML-PDP while the reduction in
the complexity is significant in large constellation sizes. A soft
decoding MIMO detector with reasonable complexity was also
implemented for a MIMO SC-FDMA coded system, resulting
in significant enhancement in the performance.
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