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Abstract—The Internet is evolving rapidly toward the future
Internet of Things (IoT) which will potentially connect billions or
even trillions of edge devices which could generate huge amount
of data at a very high speed and some of the applications may
require very low latency. The traditional cloud infrastructure will
run into a series of difficulties due to centralized computation,
storage, and networking in a small number of datacenters, and
due to the relative long distance between the edge devices and
the remote datacenters. To tackle this challenge, edge cloud and
edge computing seem to be a promising possibility which pro-
vides resources closer to the resource-poor edge IoT devices
and potentially can nurture a new IoT innovation ecosystem.
Such prospect is enabled by a series of emerging technologies,
including network function virtualization and software defined
networking. In this survey paper, we investigate the key ratio-
nale, the state-of-the-art efforts, the key enabling technologies
and research topics, and typical IoT applications benefiting from
edge cloud. We aim to draw an overall picture of both ongoing
research efforts and future possible research directions through
comprehensive discussions.

Index Terms—Edge cloud, edge computing, HomeCloud,
Internet of Things (IoT), network function virtualization (NFV),
software defined networking (SDN), survey.

I. INTRODUCTION

THE INTERNET is evolving rapidly toward the future
Internet of Things (IoT), which will potentially network

billions or even trillions of devices. As predicted by Ericsson
Inc. [1], more than 50 billion devices will connect to Internet
by the year 2025. Most of these devices will be located at the
edge of Internet and could provide new applications, changing
many aspects of both traditional industrial productions and our
everyday living. Some devices that already appeared include
Apple watches, Oculus Rift helmets [2], Google Nest [3],
Fitbit sports trackers, and Google Glasses. The edge IoT
devices actually can be any kind of sensors and chips with var-
ious capabilities made by different manufacturers, and many
applications can be built to enable smart home, smart health-
care, smart transportation, smart buildings, and smart cities.
For the current cloud computing and application infrastructure,
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it is very common that these large amounts of edge devices
need to work closely with the application servers located at
a small number of distributed large-size datacenters because
most of the computation, storage, and networking resources
are in these power datacenters that are owned by the appli-
cation service providers (ASPs) such as Google, Amazon,
Microsoft, Facebook, and Apple.

A. “Good and Bad” With Current Cloud Computing Model

The conventionally centralized cloud computing model
favors several large-sized distributed datacenters. It has proved
to be a huge success in the current Internet and was broadly
adopted by the aforementioned giant corporations. The suc-
cess can be attributed to several factors: 1) it provides an
on-demand pay-as-you-go service to the users which lowers
the owning cost for general customers; 2) it provides elas-
ticity of computing, storage, and networking resources which
is flexible and scalable; and 3) it facilitates big-data analytics
using machine learning technologies due to the highly central-
ized colocation of intensive computation and data. In short,
it is through economics of scale in operations and system
administration that the conventional cloud computing wins.

However, such a centralized model will face significant
challenges toward the IoT world and we briefly discuss some.

1) Volume and Velocity of Data Accumulation of IoT
Devices: In current model, the new application delivery highly
depends on giant companies’ proprietary overlays and tools,
and they generally have to transfer all the data from the edge
devices to the remote datacenters, which will not be possible
considering the volume and velocity of the data generated by
the IoT devices in the future.

2) Latency Due to the Distance Between Edge IoT Devices
and Datacenters: The centralized cloud model also leads to
a fact that the edge devices (often mobile) are usually relatively
far away from the datacenters. In the future, when the number
of edge devices experiences exponential increase, it is imagin-
able that high latency can be a big challenge for quite a number
of applications that involve end-to-end communications.

3) Monopoly Versus Open IoT Competition: Current cen-
tralized cloud infrastructure is usually expensive to build and
is only affordable to those giant companies that tend to define
and use proprietary protocols. Customers are easily stuck to
some specific infrastructures as the cost of switching to oth-
ers could be dreadful. Such lack of openness could lead to
a monopoly, ossification of the Internet, and further inhibit
innovations.
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In short, we need to address the deficiencies of the tradi-
tional cloud computing model. In our opinion, an open edge
cloud infrastructure is inevitable and necessary to embrace the
paradigm shift to the future IoT world.

B. Why Edge Cloud?

With open edge cloud infrastructures, first, the above chal-
lenge: 1) can be addressed by providing local computing,
storage, and networking resources to assist the often resource-
poor IoT devices. The data generated by the edge devices
at bewildering rates can be stored and preprocessed by the
local edge cloud and only a small volume of processed
data are required to be sent back to central datacenters.
The networking load can be reduced. Second, for challenge
2), the IoT devices can offload [4] their tasks to the edge
servers if the loads are beyond their capabilities. Since the
edge cloud is closer to the devices, the latency can be well
controlled compared to the conventional cloud computing
model. Third, for challenge 3), an open edge cloud inno-
vation platform can break the monopoly and accommodate
fairer competition among all stakeholders, no matter if they
are giant corporations or small or medium-sized inventors,
vendors or ASPs. Specifically, these small or medium-sized
stakeholders are usually closer to the common users and are
the most active and innovative groups for Internet commu-
nity. Such an open environment would help nurture future
innovations.

To show how the conventional cloud computing and the new
edge cloud computing differ in various aspects, we summarize
and compare their major characteristics in Table I.

Overall, the current edge cloud research is in an early stage
and there are many challenges to be addressed. However, such
trends and demands are being widely acknowledged, for exam-
ple, in the three “Looking beyond the Internet” workshops [5]
organized by the National Science Foundation (NSF) at the
beginning of 2016. In this paper, we will present a com-
prehensive survey on the current research status and efforts
regarding edge cloud. We will investigate the emerging key
enabling technologies and efforts coming from both academia
and industry. Example use cases will also be discussed and our
unique perspectives and work will also be briefly presented.
We aim to draw an overall picture of both ongoing research
efforts and future possible research directions through com-
prehensive discussions. Comparing with two latest efforts
addressing similar topic [6], [7], this paper presents a more
comprehensive coverage of the state-of-the-art research and
industry activities, and we focus more on the future key
enabling technologies, such as network function virtualiza-
tion (NFV) and software defined networking (SDN), and in
a future IoT application delivery new perspective. These are
our unique contributions.

The rest of this paper is organized as follows. We
discuss some existing related research and efforts in
Section II. Section III is about several key enabling technolo-
gies, research topics, and applications. In Section IV, we dis-
cuss some challenges and our perspectives and observations.
Finally, the conclusion follows in Section V.

TABLE I
BRIEF COMPARISONS BETWEEN CONVENTIONAL CLOUD

COMPUTING AND EDGE CLOUD AND EDGE COMPUTING

II. STATE-OF-THE-ART EFFORTS

In this section, we will discuss the status quo of the edge
cloud related research and some existing efforts.

A. Current Status

Edge cloud related technologies are drawing increasing
attention from both academia and industry. However, the con-
cept and development is currently in a relatively early stage
and many challenges are ahead to be solved from both aca-
demic and industry perspective. Most of the existing edge
computing frameworks involve dedicated physical edge com-
puting servers that work with the edge sensors for computation
and storage, or involve simple dockers that provide very
limited virtualization supports at the edge. They are mostly
standalone deployments for applications, such as video surveil-
lance or video analytics. In these cases, the involved edge
computing platforms are technically NOT an “edge cloud,”
and they are with limited scales and are rarely with multiap-
plications delivering capabilities. To enable a true edge cloud
as a unified IoT application delivery platform for the future,
first, the orchestration, application delivery mechanisms and
processes for edge cloud could be significantly different from
those traditionally centralized cloud applications. No mature
business models are available and the “killer applications” are
still yet to come. Second, the key enabling technologies, such
as NFV [8] and SDN [9] for future edge cloud are still in
early stage and their research and application are being car-
ried out by different organizations. There are many unknown
and uncertain things about them yet and they are also evolv-
ing respectively. There is no standard guideline on how they
should interact for edge new application delivery. Furthermore,
the research on synergistically integrating them to provide new
IoT applications is just beginning.

B. Cloudlet

“Cloudlet” [10] is a project from a research group in
Carnegie Mellon University. Its goal is to achieve the
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convergence of mobile computing and cloud computing by
introducing a multi-tier hierarchical structure. The structure
is approximately illustrated in Fig. 1. We can see that in the
three-tier hierarchy, the Cloudlet tier is standing in between
the mobile devices and the central cloud tier. The Cloudlet
presents as a small “datacenter in a box” close to the mobile
devices and assists them with low end-to-end latency and high
bandwidth. The mobile devices could potentially offload [4]
the computation to the Cloudlets for various applications.

For the offloading and coordination between mobile devices
and the Cloudlets, a virtual machine (VM) based approach is
adopted instead of using process migration or software vir-
tualization. Specifically, Cloudlet project proposed a dynamic
VM synthesis mechanism, which means that the device-VMs
interaction is user-driven and on-demand, and the mobile
devices can negotiate with the Cloudlet infrastructure to
dynamically request and launch VMs. The VMs can be cre-
ated and discarded dynamically regardless the stability of wide
area network connectivity. The Cloudlet prototype was imple-
mented as an extension to the OpenStack [11] platform and
was named “OpenStack++,” which was also used to build
some example applications, such as “GigaSight,” “QuiltView,”
and “Gabriel” as published by the research group. The cur-
rent Cloudlet project mostly focuses on applications, such
as crowd-sourced video surveillance and cognitive assistance
(such as using Google Glasses) which need intensive com-
putation at the edge. Since Cloudlet is based on OpenStack,
which is evolving quite fast (new release every six months),
and some features may come and go, some researchers argued
that such an open-source platform and model could potentially
be inconsistent and unstable for future commercial application
requirements.

From the structure and discussions, we can see that the
major design goal that Cloudlet’s approach trying to achieve is
the convergence of mobile computing and cloud computing at
a location closer to the users and IoT devices. Virtualization
is used at the edge so that resources can be provisioned to
assist the application-specific tasks offloaded from the mobile
and wireless IoT devices. In terms of security, by pushing the
cloud platform to the edge and providing computation closer
to the users, the risk of data compromise in transmission can
be significantly reduced.

C. Fog Computing

The “Fog computing” [12] concept was originally proposed
by some researchers from Cisco in 2012. The original idea was
to extend the cloud computing and services to the edge of
network to ease the wireless data transfer facing the Internet of
Everything (IoE) trend. Fog computing aims to provide data,
compute, storage, and services to the end-users with prox-
imity, dense geographical distribution, and mobility support.
The claimed benefits also include reducing the data movement
across the network, network congestion, end-to-end latency,
and bottlenecks, and improving security and scalability to
some extent. Fog model also claims benefits in advertising,
entertainment, and big data analytical applications to the users.
Even broader applications include IoT, connected vehicles,

Fig. 1. Three-tier structure of Cloudlet.

wireless sensor and actuator networks, cyber-physical systems,
and distributed smart building control. Fig. 2 provides an
example illustration of the Fog computing layering archi-
tecture and its relationship with other related technologies.
From the figure, we can see the Fog framework illustrates
the cloud layering structure and the relationship between
layers more clearly. It is also more general and applies to
both WiFi-based Internet, mobile wireless telecommunica-
tion network, and even power-line communications network.
It also shows the necessity of creating a synergistic dis-
tributed cloud platform between the traditionally centralized
data centers and the tens of thousands of new Fog network at
the edge.

Fog computing also claims features, such as improved
security and elimination of the core computing environ-
ment. However, these issues are twofold. On one hand, Fog
computing could reduce network bandwidth and keep the
data processing at the edge which reduces the possibility of
attacks on data enroute. On the other hand, data and edge
cloud infrastructure security at the edge could also be a chal-
lenge. Edge facilities may not be equipped with sophisticated
security mechanisms and physical attacks can be relatively
easier compared with centralized cloud computing. Also, it is
not likely that Fog computing will entirely eliminate the core
computing environment. Quite the opposite, they are likely to
coexist and be complementary with each other to fulfill their
jobs for different applications and scenarios.

A deeper look into the Fog model and we can see it bears
somewhat similar idea with Cloudlet. However, a notable dif-
ference is that Cloudlet is a project from academia trying to
build some example applications using virtualization, while
Fog computing concept originates from industry and ambi-
tiously tries to bring all the networks (including Internet and
the 3G/4G/LTE networks) and everything (all smart objects,
i.e., IoE) into the new perspective with a distributed and hier-
archical cloud structure. In terms of security, it also reduce



442 IEEE INTERNET OF THINGS JOURNAL, VOL. 5, NO. 1, FEBRUARY 2018

Fig. 2. Fog computing layering architecture.

data attacks enroute. The edge Fog network is also more
tolerant to network failure.

D. Mobile-Edge Computing Initiative

The European Telecommunications Standard
Institute (ETSI) launched a mobile-edge computing (MEC)
Industry Specification Group in late 2014 [13]. MEC is
deemed as a critical technology to enable the transition
toward future 5G and IoT world. Its major goal is to
provide a network architecture that enables cloud computing
capabilities and IT service environment at the edge of mobile
cellular networks. It aims to provide a new ecosystem and
value chain for application developers, content providers,
network operators (carriers), and customers. In MEC per-
spective, the radio access network (RAN) edge can be open
to authorized third-parties for new application delivery. The
MEC servers can be deployed at sites, such as LTE macro
base stations (eNodeB), 3G radio network controllers, and
multitechnology cell aggregation sites. The location of the
cell aggregation sites can be very flexible: they can be located
indoors within an enterprise, or indoors/outdoors in a large
public building or arena. By deploying various new services
at these edge sites that are close to the customers, the mobile
cellular core network is alleviated of huge traffic burden and
the edge can serve local demands more efficiently. Some
typical use cases include video analytics, location services,
IoT, augmented reality (AR), optimized local content dis-
tribution, and data caching. An example MEC distributed
video analytics use case is illustrated in Fig. 3. In this use
case, video streams from multiple cameras arrive at the MEC
server located at the LTE base station. The video management
application transcodes and stores the video streams, and
the video analytics application processes the video data and
detects specific events. Only low-volume metadata are sent to
the Core/IT servers for database searches.

As we can see a significant difference between the MEC
architecture and Cloudlet or Fog computing is that MEC is
primarily focused on the mobile cellular network instead of

Fig. 3. Example video analytics use case in MEC.

the general Internet. Since the cellular network is a rela-
tively “closed” environment compared to the “open” Internet,
it could be more challenging to implement the edge computing
idea in the mobile cellular network infrastructure. For exam-
ple, interoperability is an important goal to achieve so that
various devices and applications from multiple ASPs can run
and coordinate on the MEC platforms. Different stakehold-
ers and players in the value chain need to actively participate
and contribute to enable such a vision in the future. As of
December 2015, three MEC proofs of concept have been
developed and demonstrated. They are: 1) RAN-aware video
user experience optimization; 2) edge video orchestration and
video clip replay; and 3) radio-aware video optimization in
a fully virtualized network. Since 2016, the MEC group began
working on platform services, APIs and interfaces. The MEC
APIs should be transparent to the applications and will allow
them to be portable on different edge servers across platforms
with guaranteed service level agreements (SLAs). In addition,
as for security, the MEC requires the framework to fulfill the
3GPP security specifications. The applications also need to be
provided with secure sandboxes for the deployment.

E. Central Office Re-Architected As Datacenter

Central Office Re-architected as a Datacenter (CORD) [14]
is a collaborative project between AT&T and Open
Networking Lab (ON.Lab), and it is under active devel-
opment by the end of year 2017. An Open CORD effort
has been formed to encourage the community participation
and contributions in framework, new services, new hard-
ware, and building blocks. While the ETSI MEC initiative
is primarily focused on mobile telecom network, CORD is
more focused on the wireline access networks. Its goal is
to transform the legacy Central Offices (C.O.) into CORD
which integrates NFV, SDN, and Cloud into service providers’
access networks. Today’s telecommunication C.O. are a huge
source of capital expenditure and operational expenditure,
and the infrastructure lacks programmability and flexibility.
The CORD project aims to bring the cost, performance, and
agility of Google or Facebook to the traditional telecommuni-
cation network providers. CORD virtualizes not just individual
appliances; instead, it aims to holistically deliver end-to-end
SDN/NFV/Cloud solution at the telecommunication C.O.

In CORD, the closed and proprietary hardware in the C.O.
is replaced by separate commodity hardware and software.
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Fig. 4. CORD building blocks.

This means software is decoupled from hardware and can be
provided by different vendors in an open environment. CORD
leverages open source software by combining multiple types of
open projects, including OpenStack [11], open network oper-
ating system (ONOS) by ON.Lab, and XOS (by ON.Lab).
OpenStack is used to manage virtualized infrastructure, where
VMs are instantiated on industry-standard commodity servers.
ONOS is the SDN control plane used to manage the virtual
networks and configure and control the virtualized network
functions. XOS is used to orchestrate and manage high-level
services running on OpenStack and ONOS. A conceptual illus-
tration of the CORD building blocks is shown in Fig. 4. CORD
can build white boxes and hence various services on top of
underlying open commodity infrastructure. Some example ser-
vices are virtualized customer premises equipment (vCPE),
virtualized optical line termination (vOLT), and virtualized
broadband network gateway (vBNG). The SDN control plane
functionalities of these virtualized entities are done by ONOS
and the NFV orchestration and service management are done
by XOS and OpenStack.

CORD envisions a big picture of “everything-as-a-service”
for the future. Basically, in the C.O., multiple appliances with
different functionalities can be virtualized to provide end-to-
end services. For example, access-as-a-service is implemented
by vOLT control application running on ONOS in which
tenants are the subscriber VLANs. Subscriber-as-a-service is
implemented by vCPE running in a Linux box, where tenants
are the subscriber bundles. Internet-as-a-service is imple-
mented by vBNG control application running on ONOS in
which routable subnets are the tenant abstraction. A CORD
proof of concept prototype was built and demonstrated in the
Open Networking Summit in June 2015. The demo showed
multiple scenarios of virtualizing the CPEs, OLTs, and BNGs,
and working with G.fast and gigabit passive optical networks
high-speed access network technologies. In CORD’s strategic
roadmap, it was under lab trial of the CORD “POD,” which
is a bundle of all software and hardware building blocks as
a ready-to-use system in 2016 and 2017. After several planned
trial deployments, full development and deployment of CORD
is currently underway.

One of the important traits of CORD that makes it different
from academic projects, such as Cloudlet is that it is driven by
industry demands and it uses real access networks for trials,

Fig. 5. Nebula system architecture.

which is a big step forward. While it will not be an easy job
given the long history of the relatively closed telecommunica-
tion networks, it is a good start moving to the future after all
and many more exciting changes can be expected. Regarding
security, in addition to the general security concerns related
to the edge cloud, CORD also requires telecommunication
network level security assurance.

F. Nebula

Nebula [15] is one of the several collaborative projects
funded by the Future Internet Architecture program of the
NSF. It is led by a University of Minnesota research group.
As of now, Nebula presents as a location- and context-aware
distributed edge cloud infrastructure which allows volunteers
from the edge to carry out distributed MapReduce tasks for
data-intensive computing. The Nebula system architecture is
shown in Fig. 5. We can see that at the center are a set of global
and application-specific Nebula functionalities. The four com-
ponents are Nebula central, Nebula monitor, ComputePool
Master, and DataStore Master. They work together to enable
the data-intensive application on Nebula.

Overall, Nebula is somewhat different from the aforemen-
tioned other edge cloud infrastructures and it is more like
a special case or application for edge computing. In Nebula,
only the volunteer nodes come from the edge and their
roles over the architecture is temporary and specific for the
MapReduce tasks. For example, if you want to donate the
compute resources, you can run it on Chrome Web browser
by enabling native client programs. There is no specific edge
infrastructure that provides dedicated virtualization services
for the mobile devices. For security consideration, because
of the no-infrastructure-server design of Nebula, the compute
nodes are able to offload computation to each other; hence, it
is more tolerant to compute node failure and data node failure.

G. FemtoCloud

FemtoCloud [16] is a project by a research group from
Georgia Institute of Technology. It is a refactoring of the
Cloudlet concept. The basic idea of FemtoCloud is that a group
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of mobile devices (e.g., in a coffee shop, a classroom, or
a theaters) can be grouped and controlled by a controller to
function as a cluster. The idle computing resources from these
mobile devices can be shared within this group for a specific
task managed by a controller. Such systems can present as
mobile devices and applications in coffee shops, classrooms,
and theaters.

The claimed benefits include better scalability and not rely-
ing too much on infrastructure. While the FemtoCloud concept
is of experimentation value, some unavoidable challenges
remain due to the mobile devices’ high volatility, dynamic-
ity, and instability to allow them to fulfil the offloading with
each other in this environment. In comparison, an infrastruc-
ture server at the edge may be a more stable option to make the
offloading more effective and predictable. Furthermore, due to
the mobile devices’ relatively high volatility, dynamicity, and
instability, security may become challenges in such application
environments.

H. Mobile-Edge Offloading and Foraging

Mobile-edge offloading [4] and foraging are two related
key research topics for the collaboration and coordination
between the mobile devices and the edge servers. Mobile-edge
offloading allows the mobile devices to offload computation
and storage to the edge servers for those tasks that need
more resources. Typical research projects on mobile-edge
offloading include MAUI (by Duke University in 2010) [17],
CloneCloud (by Intel Labs Berkeley in 2011) [18], Odessa (by
University of Southern California in 2011) [19], and COMET
(by University of Michigan in 2012) [20]. More discussions
about these technologies can be found at the survey paper [4].
To enable offloading, the first method is program partitioning
that decides which parts can be run on mobile devices and
which parts can be run on edge servers. The partitioning can
be done manually by the programmers or be automated. MAUI
reduces the burden on programmers and automates many steps
for program partitioning which saves energy for the mobile
devices. CloneCloud uses static analysis to decide automati-
cally what could be offloaded. COMET focuses on “how to
offload” instead of “what to offload” and uses the distributed
shared memory systems to reduce the communication while
still supporting multithreaded applications. Odessa adopts an
incremental greedy strategy to structure parallelism across
mobile devices and edge servers for better partitioning. The
second method is based on process or VMs migration instead
of program partitioning. Process migration needs operating
system (OS) support for checkpoint and restart, while live
VM migration enables moving the entire OS and all its
running applications in a mobile environment. CloneCloud
and Cloudlets use the migration method, which reduces the
burden of the programmers. These research systems can be
summarized and categorized based on the following criteria:
1) where to offload; 2) when to offload; and 3) what to offload.
Mobile-edge offloading can be further traced back to cyber
foraging technologies in mid-1990s that were used by more
than 50 related solutions. There are two types of cyber for-
aging: 1) computation offloading to extend battery life and

increase computational capacity and 2) data staging to improve
data transfers between mobile devices and edge servers by
temporarily staging data in transit.

I. Summary and Comparison

To better show and compare these different efforts on edge
cloud and edge computing, we provide Table II summarizing
and comparing them. The characteristics we use for compar-
ison include major advocates, design goals, design features,
applications, infrastructure server support, virtualization at
edge or not, SDN at edge or not, mobility support, application
portability, and security.

From the summarizing table, we can see that what unites
the different approaches is the basic idea of providing com-
putation, storage, and networking assistance to the wireless
IoT devices from sources closer to them. The varying com-
ponents of these approaches can be from different angles. For
example, either the assistance can be provided through a ded-
icated virtualized edge cloud, which has a much bigger pool
of resources, or from nearby other IoT peers that has avail-
able resources. Either the assistance can be provided through
a group of virtualized machines to carry out tasks on behalf of
the IoT devices, or the tasks of the IoT devices are partitioned
and some parts of them are offloaded to others to accomplish.

Due to the length limitation, we are not able to enumerate
all the references for the projects discussed. However, we are
working a longer version of the survey, which includes a more
complete reference list for further reading.

III. KEY ENABLING TECHNOLOGIES, RESEARCH TOPICS,
AND TYPICAL BENEFITED IOT APPLICATIONS

In this section, we discuss some key enabling technolo-
gies and potential research topics that can affect the future
prospects of edge cloud and edge computing in facilitating
the IoT prospect. We will explain the rationale and present
some very typical IoT applications that can benefit from edge
cloud or edge computing most.

A. Key Enabling Technologies and Research Topics

We will focus on three key enabling technologies and
research topics for IoT application delivery.

1) Convergence of NFV and SDN in Edge Cloud: To push
computing, storage, and networking resource to the edge and
enable future IoT applications, a small-scale cloud comput-
ing platform is needed. NFV and SDN seem to be two key
synergistic enabling technologies that enable such a vision.

Using NFV at the edge, local computing, storage, and
networking resources are available and closer to edge devices
for those applications (video monitoring, face recognition, and
AR) that generate intensive data or require low latency. In edge
clouds, NFV can build on top of affordable industry stan-
dard servers, switches and storage, and create VNFs replacing
traditional and specialized equipment from proprietary ven-
dors. The VNFs can be launched or terminated dynamically
according to demands, and can be placed in much more flex-
ible positions. They can also be chained and scaled up or
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TABLE II
SUMMARY AND COMPARISONS OF THE RELATED EFFORTS

down for complex functions and applications. All the afore-
mentioned benefits of NFV can be employed by the edge cloud
applications if adopting NFV.

SDN, on the other hand, is very suitable to work with NFV
in the edge cloud to network, configure, control, and manage
the VNFs created by NFV. SDN could greatly reduce the costs
and increase the flexibility and programmability of the VNFs
in the edge cloud because of the separation of control from
the data forwarding and the usage of centralized network con-
trol and configuration. A simple illustration of the relationship
between NFV, SDN, and open innovation is shown in Fig. 6.

From a technical view, NFV and SDN are highly com-
plementary for edge cloud prospects. The separation of the
control and data forwarding in SDN can simplify the compat-
ibility of NFV with existing deployments. NFV can support
SDN by providing the infrastructure on top of which SDN
can run. The NFV and SDN convergence in edge cloud poten-
tially opens a new door for innovative, fast, and cost-effective
new service and application delivery and deployment. From
a nontechnical view, the stakeholders in future edge cloud
and application market would include ISPs, ASPs, device ven-
dors, and software vendors. The convergence of NFV and SDN
would allow them to be treated fairly and equally benefit from
future architecture and applications.

Putting NFV and SDN convergence into a broader context,
it is the incoming 5G networks and the trend of “Network

Fig. 6. Convergence of NFV and SDN in a open innovative environment.

Softwarization.” The 5G networks aim at providing a signifi-
cantly improved and programmable network infrastructure by
2020 when video traffic could dominate the mobile networks,
the IoT and big data processing boom, and virtual real-
ity (VR) becomes widespread and is provided with short
delay. The International Telecommunication Union formed
a working group on Network Softwarization and the major
deliverables for IMT-2020 networks had been defined in the
draft [23] in October of the year 2015. Network Softwarization
means an overall trend for designing, deploying, and man-
aging network components by software programming along
the whole life cycle of network. This enables redesign of
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Fig. 7. Homecloud [22], [27] architecture for IoT application delivery.

networks, optimization of costs and processes, and enables
automated management to the networks. Harmonious con-
vergence of NFV and SDN is an integral part of realizing
Network Softwarization and to enable high programmability
of the networks. The core concept of Network Softwarization
is called “slicing,” which turns networks into logically iso-
lated units of programmable resources, such as networking,
computation, and storage. Synergy between NFV and SDN
technologies becomes indispensable for such a perspective.

2) Automated Orchestration and Dynamic Offloading:
a) Automated orchestration: Edge cloud research and its

application in IoT are still in a relatively early stage and many
challenges remain. One of them is effective cloud orchestration
which is also an essential element and a key process for the
edge cloud vision. Orchestration is defined as a set of meth-
ods and operations that the cloud providers and application
owners undertake to either manually or automatically select,
deploy, monitor, and control the configuration of hardware and
software resources for application delivery [26]. However, the
current orchestration approaches, from both open-source cloud
control platforms [11] and commercial cloud providers (like
Microsoft Azure and Amazon EC2), are not for edge cloud
IoT applications. They highly depend on either manual or
simple conditional check (if-then-else) method that is usually
complex and error-prone to orchestrate the increasingly sophis-
ticated cloud services. In addition, most of the orchestration
methods are application-specific and are highly customized
for certain types of applications, and using such method for
edge cloud orchestration (where it is common that multiple
IoT applications are required to be delivered and deployed in
a shared edge cloud infrastructure) has significant limitations.
Thus, there is a demand for automated tools and appropri-
ate abstractions to turn the application requirements more
effectively into orchestration schemes optimizing the resource
allocation and provisioning for the IoT applications under
deployment.

b) Dynamic offloading: Meanwhile, in edge cloud, the
orchestrator needs to work closely with various types of IoT

devices to offload their data and computation to the edge
cloud, and to dynamically and optimally commit appropri-
ate resources to carry out these offloaded tasks matching the
demands. There is also a lack of systematic configuration and
integration method and framework to deliver various IoT appli-
cations and manage them efficiently over a unified edge cloud
platform. We discussed some existing offloading approaches
in Section II-H. Most of these traditional “program partition-
ing” or “process migration” based offloading methods depend
on the programmers and are usually error-prone and hard to
manage. As an alternative, similar to the Cloudlet, a VM-
based offloading framework is relatively easier to control and
manage, and with higher reliability. However, more than what
Cloudlet provides, there is a demand to launch, configure, and
manage these VMs effectively for a specific IoT application
delivered in the edge cloud. To enable such a vision, a typi-
cal method would depend on the NFV and SDN integrated
edge cloud platform to orchestrate the resources to fulfill
the offloaded tasks from the battery-constrained mobile IoT
devices. The edge cloud platform also configures the launched
VMs to install and perform application-specific tasks.

B. Example Effort—“HomeCloud”

HomeCloud [22], [27] is one of the typical efforts that works
in the direction of converged NFV and SDN, and focuses on
the two key research issues of automated orchestration and
dynamic offloading. It aims at developing an open framework
for portable and automated IoT application delivery in future
edge clouds. The architecture framework is shown in Fig. 7.
It coherently integrates NFV and SDN in edge datacenter for
efficient edge cloud orchestration and dynamic offloading for
IoT application delivery and functioning.

In current cloud computing, various cloud companies have
their own ways of delivering new services and they generally
use different proprietary protocols and mechanisms that are
usually closed, private, time-consuming, specialized designs,
and implementations. As such, these applications are also
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not portable across platforms. In the HomeCloud orchestra-
tion and application delivery framework, an objective oriented
northbound mechanism is investigated to enable the appli-
cation providers to turn the high-level SLAs into a series
of implementable objectives that can be further parsed into
machine-understandable schemes for resource allocation, con-
trol, configuration and management of VNFs. In other words,
HomeCloud provides key mechanisms that sit between the
edge cloud providers and the application providers to enable
edge IoT applications to be efficiently delivered and orches-
trated. Such objectives-oriented northbound approach would
provide benefits in terms of portability, composability, and
scalability, which are not available in any current centralized
cloud model. HomeCloud also allows that different applica-
tions by different vendors are isolated in a shared edge cloud
infrastructure with best cost-efficiency.

C. Typical IoT Applications Benefiting From Edge Cloud

Edge clouds or edge computing infrastructure will be impor-
tant places for future innovations, where potentially there
will be many IoT applications. Some examples include smart
home/buildings, home robotics, smart cities, smart health, AR
or VR, cognitive assistance, autonomous driving, video crowd
sourcing, and M2M communications. We will not try to enu-
merate all such applications. Instead, we will discuss three
types of future IoT applications could directly benefit from
the edge cloud vision we discussed above. Moreover, since
currently the key enabling technologies (like NFV and SDN)
and the application delivery methods are still not mature yet,
there seems to be a relatively long way to go before some true
“killer” applications emerge in the market.

1) Applications Requiring Low Latency: For such appli-
cations, the traditionally centralized cloud computing would
be vulnerable due to the large data volume generated and
the long distance between clients and the backend datacen-
ters. For example, “Foursquare” and “Google Now” appli-
cations require fast response to the users. Some wearable
camera applications, or industrial monitoring and controlling
applications require response time to be as low as 10–50 ms.
Some multimedia video or gaming applications also have high
constraints on delays without significant downgrade of user
experience.

2) Applications Requiring High Data Bandwidth: The
number of edge IoT devices is experiencing exponential
increase and it is predicted that by year 2020 these devices
will generate 2.3 trillion gigabytes of data each day. Such
scale of devices and data will post significant pressure to the
Internet. It is necessary that most of the data are processed
by the edge cloud or edge computing first and reduce the vol-
ume of data sent to the remote data center. This is also an
economic and sustainable approach reducing costs and sav-
ing energy. The computing and storage resources can also be
assigned and utilized more efficiently. Examples include those
AR or VR applications using Oculus Rift helmets and Google
Glasses.

3) Applications Involving Large Amount of IoT Devices
With Limited Capacities: Comparing with the servers in

datacenters, most of the IoT devices or sensors at the edge are
somewhat limited in both computing power and battery capac-
ity. Limited by the hardware constraints, complex and intense
computation are not suitable for these devices. Instead, most of
such computation and data processing tasks can be offloaded
to edge cloud, which could save energy on IoT devices and
get the tasks done faster in the edge cloud. Example IoT appli-
cations include structure or agricultural field monitoring, and
industrial monitoring, which usually involve a lot of small-
sized and distributed sensors and devices. In these cases, the
sensors and IoT devices mostly generate and send data but
with limited capacity in processing and analyzing data.

IV. CHALLENGES, DISCUSSIONS, AND PERSPECTIVES

Having presented a variety of related research projects, we
find that there are some key issues worth further discussion.
In this section, we present our perspectives and observations.
Of course, it does not mean or imply any agreement among
researchers.

A. NFV and SDN Coherency

While converging NFV and SDN for applications in the
edge cloud context has huge potential, the research is still
in an early stage since NFV and SDN technologies indi-
vidually are still not mature and research on effective syn-
ergy between them is just beginning. Some typical example
research questions to be answered in this regard include the
following.

1) What necessary functional interfaces should be opened
to each other between NFV and SDN for coherent
interaction.

2) How to enable effective coordination among various
VNFs and between mobile IoT devices (“things”) and
edge clouds (the VNFs).

3) How would the edge cloud orchestrator interact with
NFV and SDN modules to create multiple applications
through both northbound and southbound interfaces and
mechanisms.

B. 4G/5G Mobile Networks Versus Internet

The edge cloud trend and virtualization technologies are
transforming networks everywhere. Future IoT applications
can be deployed in various networks, including both 4G/5G
mobile telecommunication networks and traditional Internet.
However, there could be significant differences on how and
where they implement the edge cloud idea based on their
own existing network architecture. For 4G/5G networks, edge
cloud implementation can be in the cell towers (NodeB) to
provide services close to the mobile phone users for better
user experience or new applications. For Internet, the loca-
tion of the edge servers can be in a C.O. (as in CORD), in
a building or community, or near the access point of a smart
home. Due to the network architecture difference, their imple-
mentations and corresponding participating vendors may also
vary significantly. An open challenge for the 4G/5G carriers
is to rearchitect their networks from traditionally closed and
proprietary platforms and devices to be open to third-party
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software and hardware vendors for new innovations, since the
key technologies, such as NFV and SDN are all open-source
endeavors.

C. Coordination Between IoT Devices and the Edge

The key motivation of edge computing is to allow the
edge servers to get involved to help the IoT devices with
computing, storage, and networking. How the things and
the edge coordinate with each other to achieve the goals
will have significant impacts on the effectiveness of such
methods. In traditional offloading and cyber foraging, pro-
gram/process partitioning technologies had been very broadly
studied. However, they generally add complexity in program-
ming and put an extra burden on the application developers.
A typical alternative which is also advocated by the Cloudlet
project is that instead of programming the applications dif-
ferently to be adaptive, a whole VM can be dynamically
launched in the edge cloud and the computation tasks can
be done in the VM as a whole until the results are sent
back to the things. VMs can be launched and deleted dynam-
ically on demand. Such method could simplify the devel-
opers’ work and further reduce complexity. Understandably,
such an implementation may involve extra delay while the
NFV platform manages the VMs. However, the good news
is that for most of the resource-intensive tasks involv-
ing offloading, the benefits normally out-number the costs.
This VM-based method is also facilitated by the VM
live migration technologies that had been relatively well
studied.

D. Southbound Interfaces and Northbound
Interfaces [24], [25]

Integrating NFV and SDN is not an easy task as it
involves multiple stakeholders that may implement the con-
cepts differently. These stakeholders may not be moti-
vated to work together and may not necessarily provide
enough and clear interfaces to integrate with other soft-
ware vendors. Southbound interfaces (SBIs) and northbound
interfaces (NBIs) are two important types of interfaces to make
everything happen fluently and synergistically. NBIs [24], [25]
generally refer the interfaces between the application plane
and control plane and SBIs refer to interfaces between the
control plane and data plane. While the SBIs have been
well defined by the protocols such as OpenFlow [21], the
NBIs have not. According to a recent post on the Open
Networking Foundation (ONF) blog, more than 20 SDN con-
trollers and hence preliminary NBIs are currently available
for SDN in the marketplace. It is unlikely the NBIs will
be standardized in the short term, which has the possibil-
ity to stifle innovations. To allow deploying and delivering
scalable and portable future applications over the dynamic
NFV and SDN infrastructures, appropriate NBIs are very
important and more research efforts are needed. An exam-
ple ongoing effort is that the ONF northbound API working
group is working on developing an “intent-based” NBIs
system.

E. SDN Multicloud Scenarios

From the discussions on the three NSF workshops [5], SDN
is evolving to software-defined exchange (SDX). The tra-
ditional SDN concept is for inside a network, while SDX
refers to applying the concept to interdomain networking.
One of SDX’s goals is to enable large-scale interconnections
of software-defined Internet owned and operated by vari-
ous organizations while gaining similar benefits in flexibility
and programmability as in SDN for an individual network.
Moreover, with SDX, a series of new features (impossible or
difficult to achieve in the current interdomain routing system)
can be provided, including application-specific peering, block-
ing denial-of-service traffic, load balancing, steering through
network functions, and inbound traffic engineering. Applying
SDN in the interdomain scenario, even at single Internet
exchange point, could benefit tens of hundreds of providers
without deploying new equipment. The SDX perspective may
affect future edge cloud applications as well. For example, how
can SDN in the local edge clouds better interact and coordi-
nate with the SDX in the future Internet for more benefits and
features? Many interesting research topics may emerge.

F. Security

Security remains one of the most important challenges for
the future edge cloud infrastructure and applications. Due to
the fact that the future edge cloud could involve multiple tech-
nologies (such as NFV, SDN, and IoT), security concerns
will be multifold. First, because of the adoption of virtu-
alization technology in edge cloud, security concerns with
all the traditional cloud computing model (such as the VM
security) will also exist for edge clouds. Second, because
the edge cloud servers are sparsely located and are close
to the users’ premises, they may be more fragile to physi-
cal attacks. Third, security issues for individual technologies,
such as NFV, SDN, and IoT will continue to exist in the edge
clouds. Since the future edge clouds could be a synergistic
effort and all of these technologies may play respective roles,
additional security issues may also come up from the interfaces
or interactions among them. Fourth, multiple applications
could run on the shared infrastructure in edge clouds, so it
is important to address the application-level security issues,
such as appropriate application isolation and shared traffic and
data access for multiple applications. Lastly, software secu-
rity can also be a challenge. Since the future edge clouds will
enable more programmability and the open platform will allow
more third-party software and hardware vendors to weigh in
and contribute, it is important to control and manage the
potential risks among different stakeholders. Also, appropriate
authentication, authorization, and auditing mechanisms may be
required to identify and protect the trusted parties and defend
from potential malicious attacks and misuses.

V. CONCLUSION

Empowered by the emerging technologies, such as NFV
and SDN, edge cloud and edge computing technologies are
promising to address multiple challenges with the current
cloud computing model facing with the future IoT world.
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In this survey paper, we investigated the motivations, state-
of-the- art research efforts, key enabling technologies, and
possible future use cases for the edge cloud environment.
We aim to draw an overall picture of the topic through
comprehensive discussions.
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