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Abstract—Many challenges to the Internet including global
routing scalability have drawn significant attention from both
industry and academia, and have generated several new ideas
for the next generation. MILSA (Mobility and Multihoming
supporting Identifier Locator Split Architecture) [1] and re-
lated enhancements [2, 3] are designed to address the naming,
addressing, and routing scalability challenges, provide mobility
and multihoming support, and easy transition from the current
Internet. In this paper, we synthesize our research into a multiple-
tier realm-based framework and present the fundamental prin-
ciples behind the architecture. Through detailed presentation of
these principles and different aspects of our architecture, the
underlying design rationale is justified. We also discuss how
our proposal can meet the IRTF RRG design goals [4]. As an
evolutionary architecture, MILSA balances the high-level long-
run architecture design with ease of transition considerations.
Additionally, detailed evaluation of the current inter-domain
routing system and the achievable improvements deploying our
architecture is presented that reveals the roots of the current
difficulties and helps to shape our deployment strategy.

Index Terms—Routing Scalability, Naming, Addressing, Mo-
bility, Multihoming, MILSA, Future Networks, Next Generation
Internet, Clean Slate Architecture, Transition, ID Locator Split.

I. INTRODUCTION

THE INITIAL Internet design is a successful example
of the balance between effectiveness and complexity.

Many existing protocols succeeded because of their simplicity.
However, the original designers couldn’t expect such broad
expansion of Internet as today. Newer contexts have intro-
duced newer challenges. One of the typical examples is that
the initial Internet was designed for a trusted community of
universities and research institutions. However, broad commer-
cial applications have made this assumption invalid leading
to a series of security issues. Apart from the security flaw,
other typical disadvantages of the current Internet design
include difficulty in supporting routing scalability, mobility
and multihoming, renumbering, traffic engineering, and policy
enforcements [5]. Some of these issues may be correlated, thus
making it infeasible to try to solve them one by one by putting
ad-hoc patches to the architecture.
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A. Routing Scalability

Routing scalability issue due to the expansion of the global
routing tables was initially alleviated by progress in hardware
technology and Classless Inter-Domain Routing (CIDR) [59].
However, for multihoming, traffic engineering, and renumber-
ing benefits, address aggregation rules for scalable routing are
often disregarded. This pushed BGP routers in the Default
Free Zone (DFZ) to their capacity limit. However, ISPs may
face different technical or economic constraints in upgrading
their hardware devices. Also notice that the size has other
implications such as bigger update churns, longer convergence
time, and routing instability. Two new trends of the Internet
may make things worse: one is the new IPv6 address space
and the other is that potentially billions of mobile small-
sized handheld or even “smart dust” hosts are expected to
connect through Internet (so-called “Internet of Things” [56]).
Moreover, the scaling problem also leads to other challenges
related to security, control, and management. From the ar-
chitectural design perspective, it is also broadly believed that
the overloaded IP address semantics of “identifier” (ID) and
“locator” is one of the major reasons for the scaling problem
[5].

B. Mobility and Multihoming

In the current Internet, a connection between two end-hosts
is uniquely identified by the IP addresses and TCP ports 4-
tuple. When the mobile host changes attachment to the Internet
and gets a new IP address, previous sessions are broken, i.e.,
there is no consistent and portable identity attached to the
end-host other than the IP address. This semantic overloading
breaches the independence between the layers in the protocol
stack and application may use the IP address directly. The
second concern is that the caching mechanisms in DNS cannot
provide fast address updates for mobile users.
Multihoming can be host or site based. Site multihoming

has more impact on global routing scalability. Typically,
IPv4 multihoming can be done by Provider Independent (PI)
or Provider Aggregatable (PA) addresses. Both approaches
depend on the global routing system to fulfill the functionality
and both violate the basic CIDR aggregation rules and thus
hurt the routing scalability [49]. Detailed multihoming eval-
uation will be presented in Section VII.D. Multihoming may
also correlate with traffic engineering since some multihoming
actions are always due to traffic engineering requests.
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C. Renumbering

Renumbering is very costly in the current Internet. When
users or sites change service providers, their IP address block
is generally changed leading to painful, costly and error-prone
re-configurations. Such renumbering can be avoided by using
PI addresses but PI addresses cause scalability issue.

D. Traffic Engineering

As discussed above, traffic engineering (including load
balancing) and multihoming are always correlated. Currently,
traffic engineering is often achieved by injecting more-specific
prefixes into the global routing table, which negatively impacts
routing scalability. Moreover, this approach cannot achieve
custom-built finer granular policies.

E. Policy Enforcements

Conceptually, policies are mostly expressed as high-level
requirements that are applied to the routing and data plane to
realize the user/application level requirements. However, due
to the ID locator overloading and the AS overloading (will be
addressed shortly in this paper), there is no clear and efficient
way to do policy enforcements without introducing problems
in routing scalability or configuration and management.
Given all these challenges in the current Internet, different

solutions in the past have aimed at just a few of them ignoring
the fact that they are all related. Therefore, we try to put all
of them into a holistic evolutionary architecture and try to
balance the long term requirements with short term transition
needs. Routing scalability is addressed with the first and most
urgent priority in our architecture. Meanwhile, we gain all the
other benefits through this evolutionary architecture.
The rest of this paper is organized as follows. Section II

describes some important related research work in this area.
MILSA design principles and model are presented in Section
III. Detailed design issues and underlying rationale discussion
is in Section IV. Section V is the hybrid transition mechanism
of the architecture. In Section VI, we show how MILSA can
meet most of the design goals of RRG. A detailed evaluation
on the current global routing system is presented in Section
VII. Conclusions and future works follow in Section VIII.

II. RELATED WORK

Regarding the above challenges, there are many research
efforts from both academia and industry which lead to many
new solutions with different features.

A. Proposals for Separation: Host or Network

There is an on-going debate or dilemma on two competing
directions. One is called “core-edge separation” which is
relatively an easy-to-deploy strategy for routing scalability
requiring no changes to the end hosts. Typical solutions
include: LISP, SIX/ONE, APT, IVIP, DYNA, and TRRP (all
from RRG [10]). Critics believe that from architecture view the
tunneling in the core network looks awkward. Also there is no
natural way of handling host mobility and multihoming; and
handling the path-MTU problem is difficult [11]. However,
the core-edge separation doesn’t need any upgrade or even

awareness from user side which is a big advantage in deploy-
ment compared with the host-based solutions. Of the core-edge
solutions, LISP [12] is being carried out by a working group
in IETF and many people are contributing to it. SIX/ONE
[13] is another good example which also provides insight in
transition of IPv4/IPv6, host/network cooperative solution for
edge network multihoming, and incremental deployment capa-
bility. APT [14] did a good job in trying to make the mapping
between the delivery address space and transit address space
efficient, and minimize the delay and cause minimum negative
influence to the current Internet.
The other direction is called “ID locator split” in which

the IDs are decoupled from locators in the hosts’ network
stacks. Sample solutions include HIP [15], Shim6 [16], I3
[17], and Hi3 [18]. This type of scheme is advantageous in
host mobility, multihoming, renumbering, etc. However, it is
criticized to require host changes and has compatibility issues
with the current applications.
Actually both these two categories try to decouple the “ID”

from “locator” in some sense though through two different
ways, i.e., decoupling in the host or in the network edge.

B. Schemes for Aggregation or Different Conceptual Routing

There are also several related ideas from both academia
and industry that are worth discussing. GSE [19] proposed
the preliminary ID locator split idea by separating ID from
locator in IPv6 address space. Although it was not adopted
at that time, it provides useful ideas regarding the separation.
Huston [20, 21] presented the original insight on the routing
scalability challenges. Virtual Aggregation [22, 35] is a good
idea for temporarily alleviating the routing table FIB size
problem with small cost to borrow time for new solutions.
Atom policy [23] introduces an intermediate level between
the Autonomous System (AS) and prefixes to improve the
aggregation. There are also endeavors to find alternative inter-
domain routing protocols other than BGP. HLP [24] presents
a hybrid link-state and path-vector protocol that can reduce
the churn-rate of route updates and achieve better convergence
and scalability. There is also research on compact routing [25]
which allows developing routing algorithms to meet the limits
on routing table size, stretch, overhead, etc. NIRA [26] aims
to provide users the ability to choose the route by themselves
which is radically different from the current routing protocols.
Nimrod [27] also tries to present scalable routing framework
by representing and manipulating routing related information
at multiple levels of abstraction.

C. Solutions for Mobility and Multihoming

There are also several papers on mobility and multihoming
architectures. Mobile IPv4 [6] and Mobile IPv6 [7] are sim-
plified versions of the host based ID locator split solutions
in which the home address is used as an ID and care-of-
address is used as a locator. These solutions suffer from
triangular routing. SIP [8] tries to put all the functions in
the application layer, and therefore, does not apply to all
applications. TTR mobility [28] presents a very good mobility
framework with economical consideration. For multihoming,
besides the SHIM6, which is basically an IPv6 host-based ID
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locator split multihoming solution, there are also papers [29,
30, 31] on site multihoming which have implications on the
global routing scalability. NEMO [9] is an example of site
mobility. In this paper, however, we will mainly focus on host
mobility.

D. Key BGP Technologies Related to Our Research

BGP itself as a de facto inter-domain routing protocol is also
a research topic. There are several proposals for improving
BGP to accommodate the emerging challenges. For example,
inference of AS relationships out of the global routing table
by GAO [32] and [33, 38] is an important foundation step
towards the AS-level evaluation we have taken in this paper.
Wang’s work [34] helps us understand the transient failure and
its implication to the BGP. Griffin’s significant work on BGP
wedgies [36] and other dynamics help us understand some
basic problems and limitations of BGP. Bonaventure [37] also
presents insightful thinking on building the next generation
routing system. RCP [53] tries to ease the configuration and
management in the AS by centralized policy and path selection
decision instead of by distributed and highly meshed BGP
links in local AS. Some significant work on routing policies
theory and languages [39] also incite our thinking on the BGP
AS overloading problem and the potential way out.

E. New Contributions and Relation to Our Previous Work

This journal version paper is a summarization and refine-
ment of our previous work in three conference papers [1,
2, 3]. In papers [1, 2], we proposed a primitive host-based
ID locator split architecture targeting at host mobility and
multihoming improvements. In paper [3], we considered more
on the network side potential solution for routing scalability
and how our host-based solution [1, 2] can be deployed in a
compatible and evolvable way.
In this paper, however, we have refined the previous work

and have added new contributions as follows:
1) We generalize previously separate ideas and designs into
a multi-tier evolutionary framework which mimics the
evolution of the biological world,

2) Our design goals and design principles are clearly spec-
ified to guide our further design,

3) We formalize the key new concepts such as tier, realm,
identifier (ID), and locator to facilitate multiple-level
policy enforcements and security mechanisms; we also
clarify their difference and relationship with the current
concepts such as IP address, layer, and domain name,

4) Incremental deployment models, routes and strategies
are presented in this paper; different incentives such as
scalability, mobility, and multihoming, and their impacts
on different deployment routes are presented,

5) We present detailed evaluation on the inter-domain rout-
ing system based on the real routing table data, which
reveals the most up-to-date status we are faced with;
we also evaluate and analyze how our architecture can
potentially reduce the routing table size gradually under
different deployment models,

All in all, we have tried to synthesize the previous confer-
ence papers into a new framework which is guided by new

design goals and principles, enhanced by new concepts and
components, and powered by the evaluation and analysis based
on the real routing table data.

III. MILSA MODEL, PRINCIPLES AND RELATED
TERMINOLOGY

A. Key Terminologies

Tier: Tier represents the basic dependence of communication
entities. Depending on the functionality and resource depen-
dency relationship in the architecture, entities are divided into
different tiers such as: application/user/data/service (Tier 3),
networking end-hosts (Tier 2), and routing infrastructure (Tier
1), as shown in Fig. 1. A simple illustration of tier is that
“a service (Tier-3 object) resides on a host (Tier-2 object)
which is attached to the routing infrastructure network (Tier-
1 object)”. Notice that the host/interface is the common entity
that the higher-tier objects need to affiliate to. The tiers are
not necessarily limited to 3 and they can be extended to
accommodate future requirements. Every entity in the network
belongs to a tier and carries out tier-specific functions.
Realm: Realm consists of entities of the same tier grouped
together according to their common affiliation or policies. For
example, all the hosts belonging to a single organization form
a realm. Similar realms exist for the other tiers. Each realm
is supposed to have a Realm Manager (RM) that controls the
assignment and resolution of IDs. Objects in a realm wishing
to communicate with other objects have to follow a set of
policies set by the RM.
Identifier: Identifier is the identity assigned to an object by
its realm authority (generally RMs). It is a general term to
identify the entities in the realms. Its format can be flat, hierar-
chical, or descriptive. Depending on which tier the ID holders
belong to, the IDs can be divided into different types such as
User-IDs (Tier 3), Host-IDs (Tier2), Routing-infrastructure-
IDs (Tier 1), etc. Note that the Routing-infrastructure-ID is
also called “locator” which is the ID of the point of attachment
to the routing infrastructure tier, and it is also explained as
follows.
Locator: Locator assigned by the routing infrastructure au-
thority uniquely identifies the current location of the object.
Locators are used for routing only and all the high-level
semantic initially put upon the IP address is separated into
IDs. Note that we will no longer use the term “address” in
our solution since it is generally believed to be overloaded;
instead, we use ID and locator separately. More often, locator
is associated to the network interface that uniquely identifies
a network attachment point that can be located.

B. Design Principles and Arguments

We need to emphasize that the original Internet design
principles match the original design goals and the changing
of the design goals leads to changes of design principles. The
book by John Day [60] is a valuable resource to refer to for
the basic patterns of the network architecture. It also includes
many discussions on the original principles, history lessons,
and basic reasoning in the process of Internet development.
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Fig. 1. Multi-level separation and the interfaces and relationships

1) Design Principles: Regarding the future Internet archi-
tecture to be an evolutionary design or a clean-slate design
[40, 41], we have the following design principles:
Principle 1: “Evolutional Kernel”: We keep the “evolutional
kernel” of the current Internet such as: layering, packet
switching, and end-to-end argument [57].
Principle 2: Variation and Diversity: The variation and
diversity in the architectural, protocol, technical or application
level is allowed for a plethora of mutations and let the
environment select the most competitive ones. For example, we
allow the ID locator split and core-edge separation to coexist in
the architecture for transition, and let environmental contexts
select.
Principle 3: Fitness and Synergy: Given the variation and
diversity mutation, survival or not of the solution depends on
the fitness of the solution to environments. In our solution,
we try to make our design fit the basic call or the most
urgent problems such as routing scalability, mobility and
multihoming.
With these design principles in mind, we have the following

multi-tier separation design decisions in MILSA.
2) Multi-Tier Separation: We observe that one of the key

reasons leading to the ossification of the current Internet is the
semantic overloading of multiple logical tiers. Moreover, given
the perspective that the future Internet should interconnect
many different technologies, the scalability requirement and
convergence trends require the architecture to be open to
accommodate significantly different networks, and to provide
interfaces among different tiers. Our multi-tier separation is
designed to match this call in the long run.
To be specific, typical separations are as follows (Fig.1):

1. Separation of application/user/data/service, host, and rout-
ing infrastructure tiers [58]
We picked these three tiers as the typical ones for the

separation because that they represent the basic dependence
and ownership of communication entities. Hosts are the com-
mon entities that the higher tier objects need to affiliate to.
For example, the application/user/data/service usually should
provide service or get access to data or service through an
end-host. That is to say, physically they can coexist in one
machine, but logically they should be separate to avoid trouble
and to enable security or higher tier goals.

Due to the current intermixing of these tiers, difficul-
ties arise in scalability, policy enforcements, etc. A typical
good attempt of trying to address the separation of rout-
ing infrastructure provider and the service provider is the
CABO [42]. After the separation of the tiers, the objects
in each tier are grouped into realms. Thus, we have ap-
plication/user/data/service realms, host realms, and routing
infrastructure realms. A typical example is that Washington
University provides email service to all the faculty and stu-
dents; The University may use the routing infrastructure from
AT&T or Verizon to provide Internet access. Thus, the bundle
of service and data provided by the university belong to one
or many tier-3 realms. The hosts used to access the service
may belong to one or many host realms (Tier2). The network
infrastructure may be provided by AT&T, Verizon, etc. and
thus belongs to one or more routing infrastructure realms
(Tier1). It is also possible that in the campus area, the routing
infrastructure is owned by the university itself and in this
case an organization may provide multiple realms in different
tiers; however, they are logically separate. Note that the direct
benefits of the multi-tier separation are individual tier’s policy
enforcements, commercial relationships, application, service
architecture setup, etc.
2. Separation of Identifier Space from Routing Locator Space
Locators in the core MILSA networks obey the topological

aggregation law to enable scalability. During the transition
period, the conventional IP addresses will be treated as IDs
by RMs and mapped into locators for global routing in the
core routing system. Note that ID locator split or core-edge
separation [3] is only the first step toward the multi-tier
separation.
3. Separation of Control and Management from Data Plane
Though control and data can be in-band, they should

logically be separate. The consequence of intermixing can be
the inefficiency of the signaling and control of the network,
difficulty in configuration and management, and insecurity.
4. Separation of AS Semantic Overloading
In our architecture, we decouple the “AS overloading”. The

basic idea is separating the host-realm’s AS policy from the
routing policy, so that any commercial policy of AS will
not mess with routing, and the locator aggregation can be
guaranteed. Easy configuration and managements can also be
achieved. More details will be presented in Section VII.C.2.
Effective definition and implementation of inter-tier and

inter-realm interfaces and protocols are important for multi-tier
separation. We observe that basically there are three types of
relationships and interfaces: inter-tier, inter-realm, and intra-
realm, which are shown in Fig. 1. A simple example is that if
we do ID locator split, we in fact separate the host realms from
routing infrastructure realms, thus interaction functionality is
required to bridge the two tiers, which is the global mapping
system between IDs and locators. More inter-tier, inter-realm,
and intra-realm interfaces may be defined in the future when
the convergence of Internet among heterogeneous networks
becomes a requirement or new services emerge.
In summary, multi-tier separation is an important feature of

the MILSA architecture. Given the fact that there are many
kinds of existing mutations of separation in different tiers,
we generalize the idea and incorporate this idea into our
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Fig. 2. A first-step MILSA example structure

architectural design. We argue that the multi-tier separation
is the way to the ultimate scalability and many other benefits
as discussed above.

C. MILSA Model

MILSA’s design consists of three different functional
planes. In the data plane, the overloaded IP address is
decoupled as ID and locator and upper layer protocols are
bound to ID instead of locator. Control plane is in charge of
the mapping from ID to locator and performs the locator-based
routing, and some other function related to the interaction be-
tween end-host and the routing infrastructure such as three-tier
mapping and object delegation. Management plane function
is responsible for the management of objects and realms in
various tiers.
MILSA follows a control and data plane separation principle

to gain efficiency, controllability and manageability similar to
that of the conventional telecommunication networks. Ded-
icated RMs form the control plane, while the data plane
consists of the MILSA Border Router (MBR) hierarchy.
Fig. 2 shows a simplified two-tier MILSA architecture. This

separates Host-ID space from routing locator space, which
can be seen as the first step to the future MILSA multi-tier
separation. The realms in each tier can be hierarchical. For
example, a two level-hierarchy for host realms is shown in Fig.
2. The host RMs have a hierarchy similar to the host realms.
Although not shown in the figure, routing infrastructure may
also have a hierarchy. The host RMs map Host-ID to the
locators. Signaling (control) links are set up between RMs.
The hierarchical trust relationship between different groups of
objects is depicted in the realm hierarchy. Realm hierarchy is
mapped into the RM hierarchy by a one-to-one or one-to-many
mapping (many RMs may serve the same realm for robust
failure tolerance or load spreading). Fig. 2 only shows one-to-
one mapping. Trust relationships are set up among RMs and
they can authenticate and act as proxies for each other. MILSA
objects can have multiple IDs belonging to different realms.
Hosts can have multiple locators to support multihoming.
However, for future multi-tier separation, user/app/data may

also have their own realms and RMs to negotiate trust or
policy with other realms in different tiers and the mapping can
be done between IDs of different tiers just like the mapping
between Host-ID and locator. Note that realms become the

basic operation unit of configuration, management, and policy
enforcement. By physically and logically interacting with
other realms from other tiers, the networks carry out multiple
functions.

IV. MILSA: KEY DESIGN DETAILS

Based on the design principles and reference model, we
now present the details of the key design features of the
architecture.

A. ID Locator Split Argument and Design

1) Argument: Actually, a successful ID locator split pro-
totype exists in 2G/3G networks which have been proven
to be scalable and good at handling layer-2 mobility. For
example, a given mobile phone number of “123-456-7890”
is actually an ID instead of a locator. When the mobile phone
moves to the other states, the number remains unchanged but
is assigned a temporary locator, which is hierarchical and
transparent to the end-users. For IP networks, the static cache-
based DNS structure cannot ensure fast update when users
move and change their locators. By doing ID locator split,
however, we can maintain the session portability and avoid
these problems through an effective global mapping system.
However, it seems that it requires a new host network stack to
be installed and may affect the current applications [43]. The
extra distributed global mapping system will also introduce
costs. That’s why some people argue against this separation
on the host side. However, in the long run, we believe that
an ID locator split is inevitable in order to support better
host mobility and multihoming, renumbering, better policy
enforcement, and more diverse upper-layer applications. What
we can do is to design and plan a good transition strategy
with evolution in mind that can provide the flexibility in
accommodating different alternative solutions, and allow them
to evolve to either direction when the environment makes the
“natural selection”. That’s why MILSA presents the hybrid
design allowing the two strategies to coexist and evolve.
2) Design: To split IDs from locators, we introduce a new

Identifier Sub-layer (IS) into the network layer. As shown
in Fig. 3, the upper layers only use ID for session binding
and the location information is transparent to upper layers.
The lower layers don’t know about the ID used in upper
layers. IS also performs mapping from ID to locators by
interacting with the RMs. If host multihoming is enabled,
the IS maintains the mapping state, keeps monitoring the
reachability of all the links, and interacts with RMs. Multiple
ID-to-locator mappings are set up in the RM, each of which
represents one active locator. We put IS below IPSec’s AH and
ESP headers so that the IPSec need not be aware of the locator
changes due to mobility or multihoming. The fragmentation
and reassembly header is also above the IS to make reassembly
robust when using different locators for different fragments if
there is a broken multi-path routing.

B. Different IDs and Realms

In MILSA, we have different IDs corresponding to different
tiers as shown in the Fig. 4. User-IDs, Data-IDs, and Service-
IDs are application-level IDs similar to the DNS names,
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Fig. 3. ID locator split in the protocol stack

Fig. 4. IDs in Locator, Host, and User Realms

but have more meanings in helping set up user realms and
enforcing policies among them. Host-ID, however, is the ID
to represent the hosts on which different users run different
applications. The current Internet uses the IP address as the
session ID as well as routing locator which makes it difficult
for host mobility and session portability. In MILSA, the host-
ID is decoupled from locator to solely represent the hosts in
host realms, and the locator is not used for the session identity.
There is a dynamic IDs mapping and binding relationship
between the IDs belonging to different tiers.

C. ID and Locator Structure

1) MILSA Identifier (MID): We have different kind of
MIDs such as: User-ID, Host-ID, Routing-infrastructure-ID
(locator) for different tiers. Objects in each tier have a set
of IDs that are registered with the RMs. The bindings of the
IDs from different tiers can be dynamic. For example, if we
consider the following scenario: “a user A roams and uses a
host from B hotel which uses routing infrastructure provided
by service provider C; A tries to access data D remotely”. So
in this scenario, user A has his/her User-ID which is bound
to the Host-ID he is using (belongs to hotel B) and further is
bound to the routing locator provided by the ISP of the hotel
(provider C). The correspondents always send packets to one
or more User-, Data-, or Service-IDs, and these IDs are further
translated to multiple Host-IDs owned by or temporarily leased
to the corresponding user/data/application. Each Host-ID may
be translated into a set of locators due to the possible mobility
of the hosts or multihomed hosts with more than one interfaces
and hence locators. The IDs can be designed as locally valid
and unique or globally valid and unique depending on the
specific requirements. In current Internet, we have unicast and
multicast addresses. Correspondingly, MILSA has unicast and
multicast MIDs.
The MIDs for different tiers have different design re-

quirements. For example, intuitively User-ID should be de-

Fig. 5. A example of fitting the MID into 128 bits code

signed suitable for human memorization and usage; Host-
ID should incorporate more hierarchical information denoting
the position it resides in the logical realm, and possibly flat
strings for security processing purpose; Routing-infrastructure-
ID should be close to the current IP address framework with
CIDR aggregation. Correspondingly, in our design, formats
of MIDs are flexible. They can be descriptive, hierarchical,
flat, or the combination of these three. They have different
features which may be desirable in different circumstances.
For example, flat ID is fast for machine computation and easy
to be applied to cryptographic usage, but it is not easy for
human understanding and memorization, and not very suitable
for naming of distributed applications with multiple levels.
Hierarchical ID, however, is generally more understandable
by human and suitable for multi-level distributed system.
Descriptive ID is more useful in the high-level attributes-based
circumstances where the desired objects’ attributes may not
be known completely, or it can be expanded dynamically. For
example, consider the “printer” case in which we may need
printing service in a specific location. Here, we do not need
to specify the detailed Service-ID of the printer. Instead, we
can specify our requirements by giving a series of attributes
describing our requirements such as:
“[ university = wustl [ building=bryan] [ service = printer

[ type = color [ resolution =1024*768 ] ] ] ]”
The MILSA network will select the most suitable printing

service for the user according to the preference and policy.
However, for host/interface, we may need the combination
of hierarchical and flat IDs to gain the benefits in realm
control, policy enforcements, and security. The hierarchical
ID (generally good for Host-ID) used in MILSA enables se-
curity and AAA policy enforcements among different realms.
HIP’s [15] flat IDs are not suitable for this purpose. It also
lacks a powerful control plane to carry out efficient ID to
locator mappings. Thus, in MILSA, we introduce a host
MID system which combines the features of hierarchical and
flat ID. The host MID contains a flat encrypted part for
security mechanisms similar to HIP. The mapping from ID
to locator is done by a hierarchical RMs structure using a
hybrid Push/Pull design to ensure mapping lookup and update
performance, and the control plane is logically separated from
the data forwarding plane. We argue that these new features
are important for the long-term evolution.
An example of host MID is shown in Fig. 5. However, note

that it is not the actual proposed fields for a MID, instead, it
is just a simple example illustrating how the host MID can
be encoded into a structure compatible with the current IPv6
address paradigm.
2) Locator: In Rekhter’s law [5] it is stated that “The

addressing can follow the topology or the topology can follow
addressing. Choose One.” The current Internet violates this law
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Fig. 6. Name resolutions and mappings

for scalable routing. Therefore, we require that the locators
(addresses) in the new architecture obey the topological aggre-
gation law. This requirement basically eliminates the necessity
of using Provider Independent (PI) addresses for renumbering.
Since locator is purely used for packet forwarding without
any higher-layer meaning, the control and data plane split can
also be achieved. However, to ensure the locator aggregation,
efficient and automatic IP address allocation and configuration
is needed. Also note that in MILSA, the locator in the core
networks should also be 128 bit, and to distinguish locator
from ID (both 128 bits), we can designate several special bits
and encode them accordingly.

D. Three Level Mapping

We also need to clarify how MIDs are used in MILSA.
We assume using the easy-to-understand DNS name or IDs
in the application layer. So we allow the mapping from the
general DNS name to the host MID. Note that this mapping
is not very dynamic and can be implemented by adding a
new Resource Record (RR) type into DNS. After getting the
host MID for the given DNS name, it can be further resolved
into the current locator of the object by the RM hierarchy.
However, other protocols such as LISP-DHT [44] to achieve
potentially greater efficiency in this overlay network is open
for future design. Fig. 6 illustrates the three level mapping
and the entities or systems involved in initiating or assisting
the mapping. For the mapping from the locator to the routing
paths, we allow the cooperation among the three planes to
assist the decision.

E. Mobility and Multihoming

Mobility and Multihoming can be both host based and site
based. Instead of using the triangular registration mechanism
like in NEMO [9], site mobility in our solution makes use
of the group ID and the RM-based global mapping system to
keep the users and sessions of mobile network portable across
the network. However, we will not address this case in this
paper. Site multihoming will be addressed in Section VII.D.
Here, we will focus on the two basic host mobility and host
multihoming cases.

1) Mobility: We discuss the mobility issue in three cases:
1.1 Pre-Communication Mobility
If there are no on-going sessions with other correspondents,

every time the end hosts change locator due to mobility, they
should update their locators in their RM.
1.2 Mid-Communication Mobility
If two end hosts are talking and one end host moves and

gets a new locator, it may want the correspondent to send
subsequent packets to its new locator. In this case, the mobile
host can directly notify the new locator to the correspondent’s
IS layer. The handover can be fulfilled with the assistance of
lower layer (such as link layer) handover technologies. At the
same time, the mobile host should update his locator with his
RM just as in case 1.1. Note that the upper-layer sessions are
bound to the MIDs instead of locators and thus won’t break up
when locators change. MILSA mobility model supports both
peers moving and changing locators at the same time.
1.3 Roaming
Suppose a roaming user needs RM from another realm

because there is no such service available close to him from its
own realm. In this case, first of all, trust relationship is required
between the two realms. Secondly, the roaming user should
pass some AAA procedure. Then the foreign RM can act as
the proxy for the home RM and control messages destined to
the home RM to query for the current location of the roaming
user will be directed to the foreign RM. Note that only control
messages go through this triangular route (only for the first
packet), but not the data path.
This mobility model has several advantages: First, control

and data separation facilitates the update of the binding.
Second, ID locator split makes the locator changes transparent
to the upper layers. Third, there is no triangular routing
problem. Fourth, roaming function is supported.
2) Host Multihoming: As discussed in Section IV.A.2, if

multihoming is enabled, IS will maintain the mapping context,
and more than one locator can be active for the end host and
multiple MID to locator mapping entries should be registered
with the RMs. IS will keep monitoring the state of these
links, and update the status to the RM so that the overlay RM
structure can find the current active locators of the end host.
Based on the policy, the traffic may use one of the locators,
or use them both for load spreading. When a link failure is
detected by IS during the communication, IS will notify the
correspondent to switch to another locator. It will also update
the mapping entries in the RM. The second case is that if it is
not in communication with other nodes, it will simply update
the mapping entries at the RM.
With cooperation from RMs and IS, multihoming in MILSA

is efficient and the policy can be configured flexibly by the
users. Also note that assisted by the IS and RMs, simultaneous
mobility and multihoming also becomes possible in MILSA.

F. Multicast and Manycast

The current Internet basically doesn’t support multicast
well. IP multicast is not widely deployed due to scalability
and other problems. Multicast in MILSA is MID-based instead
of address-based which makes MILSA multicast like “deliver
this information to these end-hosts” instead of “deliver these
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Fig. 7. Simple many-cast example

packets to these addresses”. In the basic MILSA multicast
design, we designate a specific multicast MID for a multicast
group. The locator bound to this MID should be a locator of
a MILSA Border Router (MBR) instead of an end-host. This
MBR is in charge of maintaining a state list of the group. The
end-hosts who want to join this multicast MID group register
their MID and corresponding locator with the MBR which
owns the group MID. After the multicast packets arrive at the
MBR, it will look up the group state and replicate the packets
to the members. In practice, to facilitate this procedure, we
can use dedicated multicast routers.
In MILSA, multicast server doesn’t replicate the packets

directly to each locator since multiple copies of the packets in
the same route is not optimal. The topologically aggregated
locators in the state list form a tree comprised of multicast
servers. We can also use the multicast server’s locator in its
upper level multicast server’s state list to replicate packets to
the whole sub-zone instead of every locator in the state list.
We also have manycast in MILSA to enable the packets

to be delivered to a user with different locators for different
devices or services. Fig. 7 gives a simple manycast example.
Note that MILSA keeps the global routing system unaware of
the multicast thus avoids the system scalability problem.

V. MILSA TRANSITION MECHANISM

Evolution of the Internet needs enough incentives or even
the competence and compromise among different interest
groups. So, to make the MILSA’s future multi-tier separation
possible, we will justify a first-step prototype of the separation
between ID and locator in this section.

A. Non-technical Incentives

Regarding the pros and cons of the ID locator split and
core-edge separation, there is an on-going debate on which
way to go including strategies other than these two. Thus, to
reduce the future potential risk, we propose a hybrid transition
mechanism that can unify the “common essence” between the
two strategies and make them coexist and complement each
other. Moreover, the architecture can easily evolve into any of
the two directions in the future when the environment makes
the selection. Thus, in MILSA, the legacy hosts can coexist
and talk to the new MILSA hosts regardless of whether they
use PI or PA addresses.
History has shown that every change in the Internet needs

good incentives and timing. It’s reasonable to require only
the entities actually feeling pain to change. For example, ISP
(routers) changes for scalability, and end-user (hosts) changes

for host mobility and multihoming. Those users who do not
need host mobility and multihoming services may continue
using the legacy host stack. They can be upgraded to MILSA
stack when they actually need these services and are ready to
pay for it. MILSA’s hybrid transition design actually provides
this option for users to choose and to bear the cost. As time
goes by, it is possible that enough incentives are available to
attract all the users to upgrade to the new networking stack.
This idea also fit well into our design principles discussed in
Section III.

B. Technical Discussion

To allow the two strategies to coexist, the “common
essence” that we make use of is the global mapping system
that is required in both strategies. We envisage an IPv6 world
in the near future where the core routing system will also be
IPv6 based. We also expect that by doing our hybrid design
and AS decoupling, the core routing can be scalable and
the current aggregation status of IPv6 network confirms this
vision [45]. IPv4 address in the edge can still be used but
treated by the architecture as ID, i.e., for transition purpose,
the IPv4 as overloaded carrier can still be used as usual in
the edge network, however, it will be treated differently and
separately in the edge networks. Thus, no matter whether PI
or PA addresses used, or in the future the ID used, they can all
be compatible in the new architecture. Moreover, the legacy
hosts and the new MILSA host with the new stack can all
function in the new architecture.
For communications between two new MILSA hosts which

implement the ID locator split in their networking stack, they
talk to each other directly using the aggregatable locators after
their IDs are mapped into locators. To allow legacy hosts,
however, we divide the Internet into core and edge in order to
separate the global routing from the edge routing. The edge
network, generally a stub Autonomous System (AS), uses a
series of aggregatable or un-aggregatable prefixes and is at-
tached to one (for stub network with single service provider) or
more (for multihomed stub network) transit ASs. Between the
stub-ASs and transit-ASs is the MBR that performs the core-
edge separation, responds to mapping queries and restructures
the received packets using the global routable locators in the
core networks. Notice that MBR is used only in legacy stub
networks to act as an “proxy” between the legacy networks
and the new networks. There is no need to deploy MBR in
MILSA-aware stub networks since all hosts are aware of the
MID and there is no need for proxy.
Different from HRA [46] that eliminates the global reach-

ability of the local IP addresses, in order to ensure backward
compatibility, MILSA ensures that irrespective of whether the
stub network uses legacy PI or PA addresses, they will still
be globally reachable. However, these global unique addresses
or prefixes will no longer appear in the global routing tables.
Instead, the prefix will be bound to a group MID (routing
infrastructure realm MID) [2] and then to an entry point
locator of the MBR, i.e., a triple binding of “legacy prefix-
MID-MBR locator” will be set up and maintained by the RM
structure. Through this triple binding, the legacy prefix acts
similar to a globally reachable ID. Since there can be many
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Fig. 8. A legacy host talks to a legacy host

Fig. 9. A legacy host (without MBR) talks to a legacy host (with MBR)

unaggregatable prefixes for an AS, many legacy prefixes can
be bound to the same group MID and then to one or more entry
point locators. The group MID actually represents the specific
AS. Ideally, one group MID and one prefix block is enough
for perfect aggregation in an AS. Since in a legacy AS, there
is no split of IDs and locators, to let them exist and function
in the new architecture, we need the routing infrastructure
realm MID to represent the AS as an organization in the new
network. Notice that this “organization” is different from the
host realm since it is overloaded with two tier semantics. In
summary, for legacy hosts not implementing the ID locator
split, the provider network side but not the legacy host side
bears the responsibility of deploying MBR and realizing the
split. We need to emphasize that, to avoid confusion and
possible misuse, the new MILSA aggregatable locator format
should be distinguished from any of the legacy hosts’ prefixes
by specifying certain special bits. Note that we use indirection
instead of tunneling between core and edge.
After the above changes, the legacy hosts and the new

MILSA hosts will coexist in the Internet. We now discuss
how they can talk to each other.
1) Legacy hosts to legacy hosts: Regardless of whether the

legacy hosts are IPv4 or IPv6 capable, they will all be globally
reachable through the triple bindings registered in the global
mapping system (as shown in Fig. 8), and the traffic will
go through the entry point MBR through one of its MILSA
locators for inter-domain routing. When a MBR is deployed
for a legacy network using IPv4 addresses (PI or PA), they
are mapped to the entry point MILSA aggregatable locator.
Thus, the DFZ global routing table size will reduce by one
(and by N if N prefixes were announced by this site). Then
the size can be reduced step by step by deploying more and
more MBR routers for the legacy networks. Note that the edge
networks can still use legacy IPv4 addresses without harming
routing scalability and theoretically all the IPv4 addresses are
portable like MIDs.
The hosts in the legacy networks with MBR can talk to

the MILSA hosts. However, since the MBRs are deployed
incrementally, those site networks that have not deployed
MBR yet need to talk to MILSA networks or to sites with
MBR. As shown in Fig. 9 for the sites with MBRs, their PI
prefixes are no longer used for global routing and are not in

Fig. 10. A MILSA host talks to a MILSA host

Fig. 11. A MILSA host talks to a legacy host

the global DFZ routing table any more, host A may not be
easily reached by host B through the PI addresses and host B
does not know anything about the MID. Note that A can talk
to B since B’s address is still in the global routing table. For B
to initiate a communication to A, we need some mechanism to
route host B’s packets destined to host A’s legacy PI address
to the closest MBR, which acts as a proxy between them and
the MILSA networks. One possible solution is that we can get
assistance from DNS. For example, suppose host A has a DNS
name, then when host B queries DNS for host A, DNS server
will retrieve the corresponding Host-ID (the group MID of the
triple binding registered for the PI prefixes) and get the MBR
locator of host A from RM, and return it to host B. Then host
B can send out packets (by tunneling possibly). In Fig. 9, AR
is general Access Router that is not MILSA-aware.
2) MILSA Hosts to MILSA Hosts: In this case, the MILSA

host gets the receiver’s latest MILSA locator corresponding
to the given Host-ID, puts them in the packets and sends out.
Since the source Host-ID and destination Host-ID, and source
locator and destination locator are all included in the packets,
the traffic in the reverse direction will go through a similar
procedure as shown in Fig. 10.
3) MILSA Hosts to Legacy Hosts: If MILSA host A wants

to talk to legacy host B that has a legacy PI/PA address and
its site has an MBR, host A can easily distinguish the legacy
address from MILSA ID. Thus host A sends out a query to the
RM server to get the MBR locator, and then encapsulates and
sends out the packet to the MBR of host B. Host B’s MBR
extracts the original address and does local routing to deliver
the packets to host B. If host B’s site does not have an MBR
(shown in Fig. 11), which means that the site prefix is still
globally visible in the DFZ routing table, in this case, host A
will not find any valid mapping from the RM. Host A uses its
own MILSA locator as the source address and constructs the
packets in the legacy format and sends to host B.
In the opposite direction, for legacy hosts talking to MILSA

hosts, the packets will go directly to the MILSA locator of
host A. However, since MILSA’s locator can be dynamic and
host B may have no idea of MID, the communication can be
assisted by the DNS. The procedure is similar to Fig. 9.
For MILSA hosts talking to legacy IPv4 hosts, the “dual

stack lite” [48] or tunneling [47] mechanisms may apply.
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Fig. 12. MILSA transition map

However, the topic of IPv4/IPv6 coexistence is out of the
scope of this paper.

C. Transition Map and Scenarios

In ideal case, after the transition process is finished, all
the hosts are the MILSA-aware hosts in which ID locator
split and new MIDs are implemented in the host stacks, and
the whole network is MILSA network in which topological
aggregation is achieved and the automatic locator re-allocation
mechanism is successfully implemented. However, before
migrating to this final status, our hybrid transition has a very
clear transition route for legacy domain and all the legacy
hosts who temporarily do not want or cannot afford to the new
services, and as the mechanisms discussed above we allow all
the different types of hosts to talk to each other during the
transition. The basic idea is to deploy MBR which bridges
between the legacy domain and the MILSA-aware domain.
The transition map is shown in Fig. 12. By adding MBR to
the legacy domains gradually, incremental deployability can be
achieved. Firstly, the routing scalability issue can be resolved
step by step and the total inter-domain routing table size can
be reduced gradually. Secondly, new features such as mobility,
multihoming, and traffic engineering will be widely supported
as more and more MBRs are deployed and more domains
evolve into MILSA-aware domains.
As shown in Fig. 13, six communication scenarios exist

during the transition period: (1) between two MILSA-aware
domains, (2) between MILSA-aware domains and legacy
domains with MILSA MBR deployed, (3) between MILSA-
aware domains and legacy domains, (4) between two legacy
domains, (5) between two legacy domains with MILSA
MBRs, and (6) between legacy domain without MBR and
legacy domain with MBR.

VI. MILSA’S ANSWERS TO THE RRG DESIGN GOALS

In this section, we analyze and discuss how MILSA’s first
step can meet the design goals [4] set by IRTF RRG.

A. Routing Scalability

MILSA’s hybrid design adopts short-term core-edge sepa-
ration as well as ID locator split to tackle routing scalability
challenges. Legacy IPv4 to IPv6 aggregatable address indi-
rection in MBR makes it possible to continue using the PI
addresses transparently without affecting the global routing
system. The ID locator split mechanism further eliminates
the necessity of using the PI addresses. Only topologically
aggregated PA addresses are used in backbone routing and the
size of DFZ global routing table is kept small. We can also
deploy this mechanism incrementally by using the strategies
we will present in Section VII.

Fig. 13. MILSA transition scenarios

B. Traffic Engineering

Traffic engineering including load balancing in the current
Internet is fulfilled by injecting more-specific prefixes into the
global routing table. In MILSA, a given ID can be mapped
to different locators to support multihoming. These locators
may be preferred with different priority or sequence for load-
balancing or load-spreading. Both end-host and the RM can
participate in the selection of the locator based on user’s
policy, and the RM can be used for traffic engineering of
incoming packet flows.

C. Mobility and Multihoming

For mobility, since upper layer protocols are bound to ID
instead of IP addresses, sessions are portable for mobile users
whose locators change due to mobility. MILSA supports two
mobility models as discussed in Section IV.E. One is a simple
model with end-to-end secure locator updates. However, to
support initial communication with the ID and to allow both
peers to be mobile, global RM mapping system is needed.
MILSA mobility performance can be improved with the help
of layer 2 handover mechanisms and potential cross-layer
designs. Note that the global RM structure also helps in
supporting global roaming and object delegation. Multihoming
assisted by IS and the global RM structure is easier for both
IPv4 and IPv6, and multihoming no longer harms the routing
scalability. The ID locator split can work closely with RM to
support scalable multihoming, load balancing or spreading.

D. Simplified Renumbering

Renumbering is no longer costly in MILSA. When users
change service providers and get different locator blocks, their
IDs remain unchanged. The renumbering will be taken care by
the RMs to rebuild the ID to locator mappings. PI addresses
are no longer in the global routing table. IP addresses used
for packets filter, access control list, or management will be
replaced by MID.

E. Decoupling Location and Identification

In MILSA, the two namesspaces of location and ID are
completely decoupled both in host side and network side.
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F. Routing Quality

Latency and reliability can be used to determine the routing
quality. The topological locator based routing mechanism
allows MBRs to select paths with shorter delay or better
performance according to inter-realm trust or other policies.
Furthermore, the hybrid design reduces the size of global
routing table and decreases the packet forwarding delays.
Since the edge address changes are transparent to the global
routing system, the routing table updating frequency can also
be reduced, which increases the routing stability. However, the
first packet of a new session may suffer from the latency of
the mapping system. The mapping from DNS name to MID
is done by DNS which is a proactive pull system. Since this
mapping is static to some extent, a caching mechanism can
help reduce this latency. The mapping from MID to locator
is fulfilled by the dedicated RM structure (also a proactive
pull system) that has predetermined locations in the backbone
network, which can help reduce the latency. Proactive push
systems can avoid extra delays at the cost of higher state
requirement by maintaining a complete mapping database at
or close to the sender. In the future, mapping systems with
features of hybrid push/pull design may be investigated.

G. Routing Security

Security is considered in several aspects of our design.
MILSA uses DNS and the RM system for mapping, and
MBR for packet routing. DNS is well proven to be secure
in handling brutal attacks. RM is also transparent or invisible
to the end-hosts. Inter-host trust and inter-realm trust are
defined to provide end-to-end and inter-realm security to
prevent potential DDoS attacks or limit them in a small scale.
Participation of trust relationship and policies in deciding the
optimal routing path can also reduce the potential indirection
attacks. Moreover, since the edge network addresses are kept
out of global routing system, it is hard for the attackers
to inject bogus mappings into the RMs for eavesdropping,
redirection, and flooding attacks.

H. Incremental Deployability

As discussed in the above sections, MILSA’s evolutionary
network architecture and the hybrid transition design are
highly incrementally deployable. With the evaluation results
on AS imbalance in Section VII, we can make our deployment
strategies accordingly to gain the fastest reduction for the
routing table size. However, it is also important to realize that
each step of Internet evolution needs enough incentives or
motivations, both from technical and non-technical aspects,
and it is also important to make sure that each step will
pay off, i.e., with reasonable and acceptable balance between
the costs and benefits. Since in previous sections we mainly
focused on technical incentives, here we will also consider and
discuss several major non-technical incentives: the demands
from ISPs and users about scalability, mobility, multihoming,
and possible combination of these demands. Correspondingly,
we can consider several different deployment models based
on different patterns driven by different incentives. They can
generally be categorized into “top-down route” and “bottom-
up route”.

TABLE I
DEPLOYMENT INCENTIVES AND MAJOR MOTIVATORS

Incentives
type

Top-down route Bottom-up
route

Mixed
route

Scalability
driven

Mobility
driven

Multihoming
driven

Mixed
factors

Major moti-
vators

Medium
and small
size ISPs

Mobile
ISPs
especially
big Mobile
ISPs

Stub-ASs
or networks
having
multihoming
demands

All the
ISPs

1) Scalability-Driven Deployment Model: The details about
the evaluation of the current status of the routing scalability
are in Section VII. Based on our observation, less than 20%
of the ISP ASs announced more than 80% of the total prefixes
in the DFZ routing table and most of the medium-sized and
small-sized ISPs have the motivations to protect their current
investments on the existing routers. It is understandable that
they are reluctant or unable to keep upgrading their inter-
domain routers with a speed or rate close to the exponential
expansion of the global routing table size. However, they
are too important to be given up due to the facts that the
consistency of inter-domain routing system needs them to be
able to handle global routing updates as good as the other
bigger ISPs. Hence, they are more motivated to solve their
problems with lowest costs possible.
In this scalability-driven deployment model (as shown in

Table I), these medium and small-sized ISPs can simply
deploy a MBR at the edge of its domain which acts as a
data plane edge router working together with RMs which
act as control plane carrying out legacy address to MID and
locator mapping. Due to the control-data-separation design
in MILSA architecture, MBR and RM distribute their loads
separately based on functionalities which put no extra load
upon the MBR, and the MBR doesn’t have to be as powerful
as the current inter-domain routers. Moreover, with the wide
deployment of such MBRs in different ISPs, a beneficial cycle
can be formed between the deployment and the reduction in
the DFZ entries, which in reverse will expedite the deployment
and the evolution.
In summary, if scalability is the major incentive driving the

MILSA deployment:
(a) Costs: as a precondition, design to distinguish IDs and

locators in IPv6 space is needed; legacy IPv4-to-MID bindings
are needed to be set up in DNS by adding new RRs; a RM is
needed for the legacy domain to cooperate with those of the
MILSA-aware domains,
(b) Benefits: gradual reduction of the DFZ routing table

size; help MILSA-aware domains expand, and a beneficial
cycle can be formed to support sustainable evolution.
2) Mobility-driven Deployment Model: As we discussed in

Section II, current solutions supporting layer-3 mobility are
not as successful as expected. Also as discussed previously,
MILSA’s multi-tier separation design ultimately will support
many high-level mobility services including the host layer-3
mobility. Many ISPs, especially bigger mobile telecommuni-
cation ISPs, have the motivation and incentives to provide
better upper-layer mobility services to the customers, which
also form a mobility-driven deployment model for MILSA
architecture (as shown in Table I).
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Compared with the scalability-driven deployment model,
the mobility-driven model is a little different. To be more
specific, the deployment and evolution motivations mainly
come from those mobile ISPs especially big mobile ISPs
instead of the medium and small sized ISPs. Accordingly,
the mobile subscribers who need new mobility-supported
service will install the new MILSA host stack as discussed
in Section IV which splits the identity from location. From
the network side, MILSA-aware domains will be equipped
with RMs which carry out full MID-to-locator mapping, and
RMs also interact with each other to set up inter-realm trust
relationship, enforce the realm policy, and help build end-to-
end security support. In addition, general bindings between
DNS names and MIDs are registered in the DNS. One of the
basic principles for MILSA mobility is that it goes through a
“he who pays, gets” style which put no extra cost burden upon
legacy hosts without mobility demand. Successful mobility
stories of the MILSA domains will expedite the deployment
of the RMs and host stacks which can also form a beneficial
cycle to support better evolution, and in reverse it also will
reduce the DFZ routing table size gradually.
In summary, if mobility is the major incentive driving the

MILSA deployment:
(a) Costs: new MILSA hosts and stacks; RMs sub-system

carrying out MID-to-locator mappings; general bindings be-
tween DNS names and MIDs in the DNS,
(b) Benefits: layer-3 or higher-level mobility support; no

extra cost for legacy hosts without mobility demand; gradual
reduction of the DFZ routing table size; beneficial cycle for
sustainable evolution.

3) Multihoming-driven Deployment Model: IPv4 Multi-
homing using PI addresses violates the CIDR aggregation and
also leads to the increase of DFZ routing table size. The details
about the evaluation of the current status of the multihoming
are in Section VII. Based on our observation, the number
of multihomed ASs has exceeded the number of single-
homed ASs in the current Internet and is still increasing at a
very high rate. Accordingly, the stub-ASs and stub networks
having multihoming demand are the major motivators in the
multihoming-driven deployment model (as shown in Table I).
In the multihoming-driven deployment model, the stub-

ASs using PI addresses will have these addresses mapped
into aggregatable locators by the deployed RMs. The PI
addresses will no longer be injected into the DFZ routing
table, hence, the DFZ routing table size will be significantly
reduced. Similarly, the MBRs are needed to be deployed
in the edge of the ASs to map the legacy IPv4 PI or PA
addresses into aggregatable MILSA locators which also can
reduce the DFZ routing table size. Intuitively, the reduction
benefits by this model are less than the benefits brought by the
scalability-driven deployment model (more details in section
VII). However, it can meet the increasing multihoming de-
mands from more and more stub-ASs. Successful multihoming
stories of stub-ASs will expedite the deployment of the RMs
and also form a beneficial cycle for the evolution. It will also
reduce the DFZ routing table size gradually, though this effect
is somewhat smaller than the scalability-driven deployment
model.

In summary, if multihoming is the major incentive driving
the MILSA deployment:
(a) Costs: design to distinguish IDs and locators in IPv6

space is needed; legacy IPv4-to-MID bindings are needed to
be set up in DNS by adding new RRs; RMs and MBRs are
needed to be deployed for the legacy domain,
(b) Benefits: more multihoming support for stub-ASs with-

out compromising the global routing scalability; also gradual
reduction of the DFZ routing table size; help MILSA-aware
domains expand, and a beneficial cycle can also be formed to
support sustainable evolution.

4) Mixed Model: Obviously, the above three models are
different in where to deploy the new MILSA designs with
different benefits and costs. Different incentives can lead to
different deployment priorities and decisions. However, if
there are no strict priorities among these different incentives,
we also present a coarse, general and mixed deployment
example model which is separated into several gradual steps:
(a) Deployment of IPv4-to-MID binding in DNS, and MID-
to- locator global mapping system. We need to add a new
RR in DNS, and add a triple binding maintained in the RM
infrastructure.
(b) Deployment of MBR and the interaction with RM struc-
ture.
By finishing these two steps, the DFZ routing table size

can be reduced gradually and the backward compatibility can
be guaranteed. The major incentives underlying is routing
scalability and the major motivators are medium and small
ISPs. If deploying the RMs and MBR in the stub-ASs,
the multihoming can be achieved in which case the major
incentives is multihoming and the major motivators are the
stub-ASs and customer networks with multihoming demands.
(c) Deployment of the data plane ID locator split, end-to-end
mobility and security support.
(d) Host realm assignment and management, inter-realm trust
setup, and DNS name to MID mapping registration in DNS.
By finishing the above two steps, the new feature of host

mobility can be expected. The major incentives underlying is
mobility and the major motivators are mobile ISPs especially
big mobile ISPs.
(e) The AS overloading decoupling, new mechanism for better
BGP routing policy enforcement, efficient automatic address
allocation mechanism and topological aggregation.
(f) Secure signaling of the three-plane cooperation, policies,
and an integrated service model, etc.
The above two steps are more advanced and are in prepa-

ration for the evolution to future multi-tier separation.
Note again that in the very first transitional period, we allow

end-hosts to choose to support MILSA or not. The deployment
is also open to potential new technologies, and may co-work
with other solutions such as Virtual Aggregation (VA) [22,
35].
In summary, the mobility-driven and scalability-driven mod-

els seems to follow a “top-down route” and the multihoming-
driven model follows a “bottom-up route” which are the
two different options we can have when considering the
deployment of MILSA.
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Fig. 14. AS and Prefix Distribution

VII. EVALUATION AND ANALYSIS

The goal of this section is to present the real status of
the global inter-domain routing system, and to discuss how
and why our MILSA architecture can address these situations
potentially in the short term as well as in the long term.

A. Methodology

The basic methodology and thinking we follow in this
section is to “understand the reality better” before we “do
something that makes sense” to justify a sound new architec-
ture. Thus, we first evaluate and analyze the up-to-date status
related to BGP routing table’s FIB size, and the corresponding
BGP trends. After that, we specifically focus on the AS
level Aggregation Degree (AD) analysis which can reveal
underlying causes of the routing table growth. Thirdly, the
implications of multihoming underlying the scalability issue
are discussed as multihoming is a significant factor in the
routing table size expansion.
Then, based on the above work, we do further evaluations

and analysis of the future potential changes and our deploy-
ment strategies. Though MILSA architecture is designed for
multiple benefits, we here focus on the effect on reducing the
inter-domain routing table size. We evaluate and analyze how
the three deployment models discussed in Subsection VI.H
can affect the routing table size and how it can be reduced in
different deployment scenarios with different speeds.
Note that all of the raw data for evaluation and analysis are

from three sources: Oregon RouteView Project [50], CIDR
Report [51], and CAIDA [52]. During the evaluation, we also
review the previous work that has been done addressing related
issues. We partly use and compare some of the results of these
papers, however, our work is different in the sense that we do
the evaluation mostly through a different angle (i.e., AS level),
and we are more concerned with the potential implications of
applying our solution and evolution into the future Internet.

B. BGP FIB Table and the Prefixes

1) Routing Table Size and Its Contributors: Firstly, we
simply calculate the rough routing table sizes based on the
number of prefixes. We found that it is increasing very fast.
Specifically, the total prefixes size has increased by 6 times
during the last 12 years (from 52K in 1998 to 301K in 2009),
and there is about 20% increase every year. The exponential
increase brings a series of impacts to the inter-domain routing

system. For example, it can lead to longer BGP convergence
time, more signaling traffic, more memory to store the routing
table, more CPU computation capacities, and even more
power consumption and heat dissipation from the routers. It
also makes it difficult to keep the whole system consistent.
Conceptually, it would become even worse in the perspective
of future IPv6 world in which millions of nodes are expected
to connect to the Internet. The exponential increasing trend of
the size of the inter-domain routing table has been observed
[20, 21] for long time. The underlying reasons are complicated
[38]. To illustrate the different factors and contributors leading
to the expansion of the inter-domain routing table size growth,
we summarize the problem space by the following formal
equation:

S ∝ f [B × T × Deagg(A, P, M, TE, AF)] (1)

Here,
S: Size of the global routing table
B: Base size of the routing table entry
T : Topology complexity of the network
A: AS domain complexity
P : AS domain policy factor
M : Multihoming factor
TE: Traffic engineering and load balancing factor
AF : Address fragmentation factor [38]
The function Deagg reveals the influence of the address

disaggregation due to miscellaneous contributors in the current
Internet which weakens the CIDR effects.
2) AS/Prefixes Distribution, and Topological Aggregation:

To present an overview of the difference among ASs, we do
a coarse analysis based on a sample by using the approach of
Dimitropoulos [61]. The result is shown in Fig. 14. From the
figure, we observe that the stub-ASs cover about 65% of the
total ASs available in the Internet, and about 0.4% percent of
the ASs are transit-only ASs (tier-1 ASs mostly). Another 30%
of the ASs are tier-2 ASs which provide some level of transit.
The remaining is indiscernible due to the algorithm limitation
and the complexity of the routing system. However, for the
prefixes announced by these ASs, 70% of the total prefixes are
contributed by the tier-1 and tier-2 service providers, and 20%
are contributed by the stub-ASs (again, the remaining 10% are
indiscernible). Another important observation of the Fig. 14
is that the ratio of the number of prefixes to the number of
ASs for ISPs is significantly bigger than that of the stub-ASs.
Hence, we conclude that the aggregation of prefixes by tier-
1 and tier-2 ASs should be the most important parts for the
global routing scalability.
We further evaluate the prefix length distribution in the

routing table, as well as the increasing trends during the past
ten years. We observe that the number of prefixes with length
between /17 and /24, especially /24 is the biggest portion and
with the fastest growth speed among all the prefixes. This can
be explained by the broad usage of the class C addresses in the
global routing, and the small and medium sized commercial
ASs connected to the Internet with increasing requirements on
multihoming, load balancing and routing policy enforcement
which tamper the prefixes aggregation.
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Fig. 15. Cumulative ASs count (# of ASs with aggregation degree larger
than the value of the X-axis)

About improving aggregation, we also notice the evaluation
results in [38] that the address fragmentation constitutes
approximately 75% of the disaggregation of the prefixes. Our
latest evaluation confirms the continuance of this trend. The
topological aggregation rule so far is hard to be realized by the
current addressing and routing system. However, the depletion
of IPv4 address space also means that the total size can be
bound. IPv6 can be a huge challenge for scalability without
better aggregation. We argue that although the transition
from IPv4 to IPv6 can be a pain, for MILSA, it is also
a great opportunity to construct an IPv6 core with all the
locator strictly topologically aggregated and with the help
from efficient automatic address allocation technologies. As
indicated in [45], IPv6 prefixes so far are well aggregated.
Given the fact that the IPv6 locator space is big enough to
accommodate future expansion, the 75% disaggregation due
to fragmentation can be avoided.

C. Autonomous System (AS) and Aggregation Degree (AD)

1) AS Imbalance and Its Implication: We use the metric
of Aggregation Degree (AD) to evaluate how well a specific
AS performs aggregation inside itself. The AD is equal to the
prefixes announced by the AS that were aggregated inside
the AS divided by the total prefixes this AS announced
in the global routing table. The AD ranges from 0 to 1
depending on how well the AS performs the aggregation. For
example, suppose we have an AS which gets three prefixes
from his customers and it aggregates two of them into one
and announces totally two prefixes outside. According to our
definition, the AD is 1/2.
To observe the distribution of ADs among different ASs,

we first put the cumulative AD of the total AS space as X-
axis (ranging from 0 to 1), and select out all the ASs that
have higher ADs than the designated AD ratio. The result
is shown in Fig. 15, and we can observe that about 1/4 of
the total AS space (about 8,726 ASs) share a pretty even
aggregation distribution between 0 and 1, the other 3/4 of
the total AS space has the AD of 1 because most of them
are small stub networks that announce only one prefix in the
global routing table. Moreover, among the 1/4 of the ASs that
announce more than 1 prefix, their cumulative percentage of
AD and the AS count approximately match the linear trend
which indicates that this portion is mostly the miscellaneous

transit ASs (or ISPs) that do the aggregation of their customers
and announce the prefixes to their upstream providers. In
Fig. 17, however, we demonstrate the relationship between
prefixes announced and the corresponding AS counts. We sum
the prefixes announced by each AS and sort them by the
number of prefixes they announced in a decreasing order. The
distribution trends reveal a significant imbalance among these
different ASs. Specifically, the top 5% (1,500 out of 301,659)
ASs announced 60% (183,881 out of 301,659) of the total
prefixes. The top 30% (9,000 out of 301,659) ASs announced
almost 90% (263,267 out of 301,659) of the total prefixes.
As a rough average, every AS contributes 9 prefixes to the
global routing table. Moreover, we sort the ASs according to
their AD in increasing order and calculate their cumulative
AD. The results are shown in the Fig. 16. The cumulative AD
ranges from 0.44 for the top 50 ASs to 0.61 for all the 32,141
ASs. Again, this result is consistent with what we observe in
Fig. 17.
Since the top ASs mostly are transit-ASs or stub-ASs

with more prefixes announcements and lower AD. Thus, we
argue that for potential short-term solutions (such as Virtual
Aggregation [22, 35]) aiming to resolve the aggregation and
scalability issue, these transit AS with more prefixes an-
nounced and with lower AD should be considered with higher
priority than the other ASs. This is one of the deployment
strategies of our MILSA solution.
2) AS semantic overloading: The failure of achieving ac-

ceptable aggregation for these top transit-ASs mostly is due
to reasons we observed in Section VII.B. However, from the
architectural design perspective we also argue that one of the
deeper underlying reasons is “AS overloading” as we name it.
The AS concept is mainly used as a domain of connectivity in
the current inter-domain routing system. However, we notice
that AS is basically a group concept among organizations due
to commercial connection or dependency. This overloading
makes the configuration and management of the domain
policies very awkward and inconvenient. The efficiency and
consistency of the inter-domain routing is also impaired.
Solutions, such as RCP [53], try to ease the configuration
and management in the AS by centralizing policy and path
selection decisions. However, RCP does not change the fact
that the AS is still overloaded and the two different levels
of domain policies are still mixed together. One of the most
direct benefits of performing the separation is the easiness
of applying routing policies and performing routing domain
federation. Moreover, AS number and prefixes are the two
different aggregation granularities that inter-domain routing
system is based on. However, the fact is that the AS number
in BGP is not a significant factor in improving the aggregation
of the global routing table. Given all these temporary or
short-term solutions attempting to improve the aggregation, we
argue that without the presence of a complete separation of the
overloaded semantics of AS, the scalability, configuration and
management issues will go on in the future, and ID locator
split solutions such as HIP [15] and LISP [10] themselves
may not be enough for long-term evolution. In even longer
term consideration, to prevent future potential ossification, two
tiers may not be enough, thus we may need to divide them in
more granularities. In the future, defining good inter-tier and
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Fig. 16. Top-N ASs and their cumulative aggregation degree (ASs are sorted
by their prefixes announced)

Fig. 17. Top-N ASs and their cumulative prefixes announced (ASs sorted
by their prefixes announced)

inter-realm interaction protocols and interface are necessary to
harvest the above benefits.

D. Site Multihoming Evaluation

We focus on AS level multihoming, i.e., site multihoming
since it has a significant impact on the routing scalability.
Since the transit ASs are generally ISPs that peer with
more than one other ASs, they are “genuinely and naturally”
multihomed. Thus, the multihoming under investigation in this
section is that of the ASs around the edge of the networks,
i.e., stub networks. To reveal the latest multihoming status, we
extract the data from the latest routing table data. We first infer
the AS relationships by combining several algorithms [32, 54].
After that, we define several rules to determine if a stub-AS
is a multihomed one or not based on the inference results,
which include: (a) The AS under investigation should have
connection degree greater than or equal to one, (b) The AS un-
der investigation should have at least two upstream providers
offering connection, (c) The AS itself has no customer link,
i.e., no down-link customer AS, (d) Prefixes announced by the
AS should appear in one of its providers’ BGP routing table.
Based on the above rules, we have designed a rough algo-

rithm (Algorithm M shown in Table II) to determine if an AS
is multihomed and to calculate the number of multihomed stub
networks and record their multihoming degree. We observe
that among the total 33,485 ASs, there are totally 28,705
stubs-ASs. Among the stub-ASs, about 40.94% of them are

Fig. 18. Stub multihoming: Number of ASs and Prefixes

Fig. 19. Multihoming trends

single homed and 54.86% are multihomed (with multihomed
degree larger or equal to 2). Notice that in our sample there
are 1,204 (4.2%) “dead” ASs that connect to nowhere, which
may be because of some on-going configuration or testing.
We also computed statistics of the prefixes these multihomed
ASs announced. We observe that the prefixes announced
by multihomed stub sites constitute about 67% of the total
prefixes announced by stub networks and 34% of the prefixes
in the global routing table. It is easy to imagine if these portion
cannot achieve acceptable AD, the total aggregation of the
CIDR can suffer, hence lead to poor scalability of the routing
system.
Further details on the comparison of the number of ASs

and the prefixes they announced per multihomed degree are
shown in Fig. 18. We can observe that 2-homed and 3-homed
cases comprise the biggest parts regarding to the raw AS count
as well as the prefixes announced in the global routing table.
Statistical evaluation on the multihoming trends of the last 5
years is shown in Fig. 19 from which we see that the number
of the multihomed stub-ASs has doubled over the last 5 years
and corresponding prefixes announced by them has increased
by 50%. The underlying implication is that research on how
to facilitate the fast traffic switching and even load balancing
can be of great interests to these types of stub-ASs. It can also
be used for determining the deployment strategies for future
potential solutions.
We also realize the limitations of the IPv4 multihoming

[49] and the failure of the aggregation in IPv4. In MILSA,
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TABLE II
ALGORITHM M TO DETERMINE MULTIHOMED SITES

Algorithm M: Determine multihomed sites
1: Objective BGP Routing table, denoted T;
2: Get the inference results S by algorithm [32, 55];
3: //Get stub-ASs set
4: Scan S iteratively to find the ASs with no
5: customer ASs;
6: Mark the ASs without customer ASs, get set Sstub;
7: //Filter out and mark the multihomed ASs set
8: Scan Sstub set iteratively to find ASs with
9: connection degree greater than 1;
10: Mark the ASs with the degree number, get set
11: Sstub(Degree);
12: The marked set Sstub(Degree) is the multihomed
13: stub-ASs set, and the degree number is the
14: multihoming degree;

we build multi-tier separated and extensible realms upon the
fully aggregated IPv6 locator based routing system. Multi-
homing, load balancing and traffic engineering, and policy
enforcements can be conceptually clear and right without any
“overloading” semantic difficulties as in the current Internet.

E. MILSA Achievable Improvements

Though MILSA is designed to have multiple benefits as
discussed in Section VI, here in this Subsection, we only focus
on the effect on reducing the inter-domain routing table size
by the three deployment models discussed in Subsection VI.H.
1) Total Routing Table Size Reduction: First we need to

note that the current DFZ routing table size is about 301K
and it is still increasing by 20% every year. So, in this part
of the evaluation, to avoid confusion, we will not count this
quasi-constant increase rate in. Instead, we evaluate how much
reduction we can get for the global routing table size if we
deploy MILSA from this static point of time.
Since the ISPs can be categorized into tier-1, tier-2, and

other small ISPs, and if we go through the scalability-driven
deployment model, the medium and small ISPs will be the
major motivators of the new architecture. For evaluation
purpose, based on the sample we got in Subsection VII.B.2,
we assume that the major motivators come from the tier-2
service providers. Note that in the real case, there are no strict
guidelines to decide whether an ISP is a small or big one.
Instead, by analyzing the results of deploying MILSA first
in tier-2 providers, we can know approximately how much
reduction the scalability-driven deployment model can bring
us. We also consider different deployment speeds and analyze
how the trend will look like with each deployment speed.
The results are shown in Fig. 20. In our sample, the tier-2
service providers totally announce 60% prefixes out of the
whole 301K entries in the DFZ routing table. Note that we
estimate the trends of three cases in which 10%, 20%, and 30%
of the total tier-2 providers begin to deploy MILSA each year.
We also curve the lines a little bit taking into consideration of
facts that in the real case initially the reduction benefits can
come a little bit slow than in the middle of the process, so is
the case for the end of the lines which are close to the lower
bound of the reduction. The lower bound is the ideal case
that all the target ASs finish the deployment and their prefixes
announced in the global routing table are significantly reduced.

Fig. 20. DFZ routing table size reduction of scalability-driven deployment
model, with different deployment speeds.

Fig. 21. Cumulative Aggregation Degree (AD) improvements of both “top-
down route” and “bottom-up route” (Note: 1. ASs are sorted by their initial
prefixes announced; 2. In each route, assume a first-step of 50% reduction of
the unaggregated prefixes)

In a perfect case, each such AS need only one prefix in the
global routing table.
Similarly, for mobility-driven deployment model, we can

also evaluate the reduction trends in different deployment
speeds. The shapes of the lines turn to be close to the above
figure. The only difference here in this case is that we need
to find which parts of the ASs to be considered as mobile
ISPs that are likely to be potential motivators of this model.
In our evaluation, we try several different cases in which
30% and 50%, of the tier-1 and tier-2 providers are related
to the ISPs who provide mobile services to the subscribers
and they are treated as potential motivators to the mobility-
driven deployment model.
For the multihoming-driven deployment model, we did

similar things. However, there are also some fundamental
differences for this model. Firstly, multihoming’s motivators
are generally the stub-ASs that have multihoming demands.
As we evaluated in Subsection VII.D, the multihomed ASs
announce 34% prefixes out of the total DFZ routing table
entries. So if we follow the multihoming-driven deployment
model, intuitively this 34% reduction will be the upper-bound
of the achievable benefit. However, note that there is also some
“byproduct” of this model. As observed in [38], multihoming
is one of the fastest increasing underlying drives for the 20%
increase of DFZ total entries every year. So, if we follow the
multihoming-driven deployment (“bottom-up route”) model,
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part of the total 20% increase every year is expected to be
diminished. Hence, it is reasonable to believe that the total
benefits will be larger than the 34% total routing table size
reduction. Other benefits of multihoming that are not directly
visible include better load-balancing and better local AS-level
policy enforcement, which are also very important features
provided by MILSA.
2) Aggregation Degree Improvement: We further evaluate

how much the “top-down route” and “bottom-up route” can
bring us in terms of the Aggregation Degree (AD) improve-
ments. First, we draw the cumulative AD line as what we have
done in Fig. 16. The cumulative AD ranges from 0.44 for the
top 50 ASs to 0.61 for all the 32,141 ASs. Then we consider
the “top-down route” in which we deploy MILSA firstly in
the tier-1 and tier-2 ISPs for no matter scalability or mobility
benefits. As evaluated before, the top-2000 ASs cover almost
all the tier-1 and tier-2 ISPs, and the rest about 28,000 ASs
are stub-ASs. So for the top-2000 ASs, we assume in the first
step 50% of the unaggregated prefixes can be aggregated. This
seems to be a reasonable assumption because we cannot be
so confident that for every AS that decide to deploy MILSA
and the MBR at the edge of their network all the unaggregated
prefixes can be aggregated over a night. So it is fair to assume
50% of the unaggregated prefixes are aggregated at the first
step. However, we can also control to aggregate the prefixes
that previously failed to aggregate first. By doing so, gradual
improvement of the AD can be achieved in a reasonable pace.
The evaluation results on AD improvements are shown in

Fig. 21. From the figure, we can see that for “top-down route”
the AD for the top-2000 ASs and the cumulative AD for all
the ASs are significantly improved. We also notice the second
small “hump” after the 2000 in the X-axis which is because
we are following the “top-down route”, and most of the stub-
ASs cannot benefit from the deployment model. It is also
interesting to note that the first small “hump” at about 200
in the X-axis is also the border between the tier-1 and tier-2
ISPs, and by drawing the lines for AD we can observe this
fact clearly.
In comparison, for the “bottom-up route,” we deploy

MILSA in the stub-ASs especially multihomed stub-ASs first.
As we discussed above, of the total about 28,000 stub-ASs,
around 15,000 of them are multihomed which contribute about
100,000 entries in the DFZ routing table. So we estimate the
AD improvement in these ASs and the result is shown in Fig.
21. Again, we also assume in the first step 50% of the unag-
gregated prefixes are aggregated. The result shows that there is
a slight improvement in the cumulative AD of the whole ASs
compared with the status before the deployment. Though as we
discussed in Subsection VII.E.1 that the multihoming-driven
deployment model (“bottom-up route”) can bring some other
beneficial byproducts, in terms of reducing the DFZ routing
table size as fast as possible, it may not be as effective as
the “top-down route”. Thus, we can argue that for scalability
benefit, deployment of MILSA firstly in the ISP side can be
a wise choice.
One more observation based on Fig. 21 is that when

time goes by, more and more unaggregated prefixes can be
aggregated. So in this sense, finally as the MILSA deployment
progresses, the lines shown in Fig. 21 will move upward and

finally be close to 1 which is the upper bound of the AD in
ideal case.
Finally, we have an observation on the whole evaluation

process. We know that the prefix-based inter-domain routing
system is a distributed cooperative system and there is some
inter-relationship or inter-correlation between the aggregation
of the stub-ASs and ISPs, and between the ISPs. So when
considering the mixed factors, when do top-down or bottom-
up routes, in the real deployment case, the resulting reduction
effects may be a little different from what we observed, or
may show a parallel or combinational shape of our results.
Here in this paper, we consider the factors separately, to give
a preliminary idea of the effects of the MILSA deployment.

F. Deployment Factor: Definition and Implications

Beside the two “macro-routes” we discussed above for the
deployment, in a finer-grained scope, the imbalance across
multiple ASs also has a significant impact on the deployment
effectiveness. Thus, here, we give a coarse equation on all the
factors that we should take into account when determining the
priority of each AS deploying our transition mechanism, i.e.,
deploying the MBR at the edge of the stub-AS.

DF ∝ f [T, CN, PX, BM, AD, AS, AF , P ] (2)

Each symbol denote a factor that needs to be taken into
account when deciding the deployment priority,

DF : Deployment Factor
T : Type of the AS under investigation
CN : Cone number, the total number of ASs that act as

customers of the AS, the customer of customer, and so on
PX : Prefixes announced by the AS
BM : BGP update message rate generated by the AS
AD: Aggregation Degree of the AS
AS: AS degree of the AS
AF : Address fragmentation degree of the given AS
P : Pain and incentives of the AS
Appropriate weights can be applied to different factors to

calculate the final Deployment Factor. Through this equation
(2), each AS has a DF which can be used to describe and
evaluate the emergency degree of applying the new solution.
As observed by [55], different ASs may have different ca-
pabilities and motivations to update their devices, and their
consciousness and the time they feel pain will also vary.
Thus, we also use the factor P to reflect this difference. By
balancing all these factors, and applying different weights to
these factors, we can design different deployment strategies
that fit the practical requirements. For example, some rough
rules can be listed to guide the deployment:
(a) Upgrade the ASs that have most urgent request first,
(b) Then upgrade those announce the most prefixes,
(c) Then upgrade those with lowest AD,
(d) Then upgrade those with biggest address fragmentation
The order of these rules may vary according to the real

deployment strategies to reflect different considerations.

VIII. CONCLUSION

In this paper, we have tried to justify a holistic architectural
thinking for all kinds of challenges we are facing, and tried
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to depict a rough view of where we can go by following
different principles. One of our basic MILSA design goals is
to address most of the challenges in one unified architectural
view by appropriately balancing both short term and long term
requirements, and integrating different design features for the
transition. It is not a single attempt on a specific problem,
but an attempt to address the basic roots of many problems.
However, we must re-emphasize that we are not claiming that
MILSA is omnipotent. On the contrary, we must admit that as
a big whole architecture, behind many high level descriptions
and discussions, especially about the concept of multi-tier
separation, realms and routing domain separation, significant
research and experiments are still needed to be done in the
future.
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