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Automated Software 
Documentation Tool

def isPrime(n):

        prime = True 

        if n==1: 

                return False
        for i in range (2, n): 

                if n % i == 0: 

                       prime = False 

        return prime 

Return true if a given 
number is prime, and 
false otherwise

Lexical Gap

AUTOMATED SOFTWARE DOCUMENTATION

3



RELATED WORK

4



RELATED WORK
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RELATED WORK

BLEU

METEOR

ROUGE-L
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PROBLEM

public String numRulesTipText() {
        return "Number of rules to find."; 

}

returns the text of the 
text of the current text 

Code Summarization 
Tool

Error: Repetition

returns the tip text for 
this property 

Human written 
docstring

Smoothed 
BLEU-4: 16.99
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RESEARCH QUESTIONS

RQ1: Effectiveness in 
predicting natural language 

summaries
RQ2: Errors made by our 

studied models

RQ3: Differences in the errors 
made by different models
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DATASET: FUNCOM

Training Validation Testing

Funcom 400000 50000 49997

Code Summarization 500000 method-
comment pairs

Java
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NEURAL CODE SUMMARIZATION MODELS

CodeBERT
• Pre-trained on both bimodal and unimodal data
• Similar architecture as RoberTa
• Uses multi-layer bidirectional Transformer

code2seq
• Encoder-decoder model
• Capture the syntactic construction of source 

code by encoding AST paths
• Applies attention to generate the final sequence

NeuralCodeSum
• Encoder-decoder model with a copy mechanism
• Relative positioning to encode pairwise token 

10



QUALITATIVE EVALUATION METHODOLOGY

Initial Discussion: Gold set (15 
method-comment pairs)

label errors conflict resolve

First round: 148 method-
comment pairs, 

148 x 3 = 444 predictions

Number of conflicts after 
first round Second round: 50 method-

comment pairs, 
50 x 3 = 150 predictions

Number of conflicts after 
second round
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TAXONOMY OF THE ERRORS

Extraneous/Unnessecary 
Information Included (2, 3, 4)

Missing Context  (1, 2, 2)

Incorrect Construction (26, 31, 53)

Consistent with Ground Truth (88, 57, 17)

Over-Generalization (7, 21, 21)

Incorrect Semantic Information (6, 27, 19)

Missing Information (65,56,27)

Missing Prog. Language Information (0, 0, 2)
• Missing Attributes that refer to PL specific 

information.
Missing Database Information (1, 2, 0)

• Missing database attributes that provide 
needed context to method functionality.

Consistent with Specific Info (30, 15, 5)
• Comment matches ground truth well.

Consistent but Missing Specific Info (56, 35, 12)
• Comment matches ground truth mostly, but 

misses some important specific information.
Improves upon Semantic Meaning (2, 6, 0)

• The predicted comment matches the ground 
and improves capturing method meaning.

Consistent but with Unnecessary Info (0, 1, 0)
• Accurate but has some unnecessary info.

Different Meaning (2, 3, 3)
• Comment over-generalizes on the meaning of 

the code functionality.
Algorithmically Incorrect (1, 6, 3)

• Overgeneralizes to the point of incorrectness
Missing Attribute Specification (4, 12, 15)

• Uses generic names such as var.

Partial Incorrect Information (6, 11, 3)
• Semantically meaningful, with a few errors.

Semantically Unrelated to Code (0, 11, 13)
• Does not capture code context whatsoever.

Algorithmically Incorrect (0, 5, 3)
• Conveys a different algorithmic meaning as 

compared to the code.

Incorrect Identifier/Attribute (5, 19, 15)
• Correctly identifies a variable or attribute, but 

uses it incorrectly.
Incomplete Sentence (1, 1, 10)

• Predicted comment is grammatically 
incomplete.

Repetition (0, 7, 27)
• Comment contains unnecessary repetition of a 

word or fragment between 2-3 times.
Extreme Repetition (0, 2, 1)

• Comment contains unnecessary repetition of a 
word or fragment more than 2-3 times.

Focusing Only on Method Name (20, 1, 0)
• When comment focuses mostly on the method 

name, which provides an incomplete but 
partial description of the functionality.

Grammatical Errors (0, 1, 0)
• Grammatical Error is present in predicted 

caption.

Missing Critical Information (21, 14, 7)
• Comment is missing critical semantic 

information.
Missing Task Elaboration (5, 2, 1)

• Did not describe what code was doing properly.
Missing Non-Critical Information (28, 19, 5)

• Useful comment but non-critical info missing.
Missing Web-Related Information (0, 1, 0)

• Comment failed to mention web-related 
identifier.

Failed to Mention Identifiers (0, 11, 6)
• Does not mention specific variable/attribute 

names, often using a generic identifier.
Missing Identifier (5, 3, 7)

• No identifier mentioned at all.
Missing Data Structure Information (2, 0, 1)

• Does not capture relevant data structure info
Missing Syntax Information (2, 6, 0)

• Important syntactic information (e.g. code 
ordering) is missing.

Missing Exception (1, 0, 0)
• Does not mention relevant exception info

Missing Conditional Information (1, 0, 0)
• Misses code branching information

Unnecessary Data Structure Info (1, 0, 0)
• Adds unnecessary data structure info to 

comment.
Unnecessary File Information (0, 1, 1)

• Adds unnecessary file information to 
comment.

Unnecessary Incorrect Information (1, 2, 3)
• Adds information to comment that is both 

incorrect and unnecessary.

The numbers shown for each category 
illustrate the number of instances 

found for (CodeBERT, NeuralCodeSum, 
and code2seq) respectively
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Smoothed BLEU-4

CodeBERT
NeuralCodeSum

code2seq

0 6.25 12.5 18.75 25

18.61
21.5
24.15

METEOR

CodeBERT
NeuralCodeSum

code2seq

0 7.75 15.5 23.25 31

27.31
27.78

30.34

ROUGE-L

CodeBERT
NeuralCodeSum

code2seq

0 9 18 27 36

33.52
33.71
35.65

RQ1 RESULTS: PREDICTION OF NATURAL LANGUAGE 
SUMMARIES

CodeBERT is the best performing model among the 
three neural models
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RQ2 RESULTS: TYPES OF ERRORS COMPARED TO 
GROUND TRUTH

Consistent to the 
ground truth (30.28%)

public float getDashPhase() { 
        return dashPhase;
}
Ground truth: gets the dash phase of the 
basicstroke 
Prediction: gets the dashphase 
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RQ2 RESULTS: TYPES OF ERRORS COMPARED TO 
GROUND TRUTH

Consistent to the 
ground truth (30.28%)

public String getSchema() { 
return fSchema; 
}
Ground truth: returns a path to the xml 
schema of a extension point 
Prediction: returns the name of the xml 
schema 

Missing Information 
(27.66%)
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RQ2 RESULTS: TYPES OF ERRORS COMPARED TO 
GROUND TRUTH

Consistent to the 
ground truth (30.28%)

Missing Information 
(27.66%)

Incorrect Construction 
(20.56%)

public String numRulesTipText() { 
      return "Number of rules to find."; 
}
Ground truth: returns the tip text for this 
property 
Prediction: returns the text of the text of the 
current text 
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RQ2 RESULTS: TYPES OF ERRORS COMPARED TO 
GROUND TRUTH

Consistent to the 
ground truth (30.28%)

Missing Information 
(27.66%)

Incorrect Construction 
(20.56%)

public void setHeight (int height) { 
containerHeight = height; 
}
Ground truth: this method sets the mini- 
mum height of the table in pixels
Prediction: sets the height of the image 
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Incorrect or failed to 
recognize identifiers 

(13.20%)



RQ2 RESULTS: TYPES OF ERRORS COMPARED TO 
GROUND TRUTH

Consistent to the 
ground truth (30.28%)

Missing Information 
(27.66%)

Incorrect Construction 
(20.56%)

public boolean isCreateIds() { 
         return createIds; 
}
Ground truth: returns true if the model 
automatically creates ids and resolves id 
collisions 
Prediction: returns whether the is the 
default id 

Over-generalization 
(9.15%)
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Incorrect or failed to 
recognize identifiers 

(13.20%)



RQ3 RESULTS: DIFFERENCES BETWEEN THE ERRORS 
MADE BY DIFFERENT MODELS

Most frequent categories

CodeBERT & 
NeuralCodeSum Consistent but missing 

specific information

Repetition

code2seq

Focusing only on method name

CodeBERT

public void setReadTimeout (int timeout) { 
        if (0 > timeout) { 
                this.readTimeout = timeout; 
        }
}
Ground truth: sets the timeout value in milliseconds for 
reading from the input stream 
Prediction: sets the read timeout 
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RQ3 RESULTS: DIFFERENCES BETWEEN THE ERRORS 
MADE BY DIFFERENT MODELS

Most frequent categories

CodeBERT & 
NeuralCodeSum Consistent but missing 

specific information

Repetition

code2seq

Semantically unrelated to code

NeuralCodeSum & 
code2seq

public float getDashPhase() { 
        return dashPhase;
}
Ground truth: gets the dash phase of the 
basicstroke 
Prediction: get the current velocity of the current 
value 20

Focusing only on method name

CodeBERT



CONCLUSION
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CodeBERT performs the best compared to 
other models based on reference-based 

metrics

Incorrect 
Construction Over-

generalization Missing 
Information



CONCLUSION

Future studies should also do similar kind 
of qualitative study
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CodeBERT performs the best compared 
to other models based on reference-

based metrics

Incorrect 
Construction Over- Missing 

Information



FUTURE WORK

Prediction from a model

Human written description

Use newer machine translation 
metrics
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FUTURE WORK

self-attention

AST

Combine two 
different 
models

Missing 
Information

Incorrect 
Construction

Improve 
performance Taxonomy Expand
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Prediction from a model

Human written description

Use newer 
machine 

translation metrics



RELEVANT LINKS

https://zenodo.org/record/4904024#.YNRJoy9h3AY

https://github.com/SageSELab/CodeSumStudy

Zenodo

Github
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