
A Conversational Agent Framework for Multimodal Knowledge Retrieval
 A Case Study in FHWA InfoHighway Web Portal Queries

School of Computing, George Mason University

   Sai Surya Gadiraju                                Zijie He                   Prof. Dr. Duoduo Liao
sgadira3@gmu.edu          zhe20@gmu.edu                 dliao2@gmu.edu

The InfoTech Assistant features a modular, high-performance architecture designed 
for multimodal knowledge retrieval.
Frontend Interface: A user-friendly web interface accepts natural language queries.
Flask Backend: Manages query routing through a process manager that distinguishes 
between semantic (RAG) and structured (Text-to-SQL) queries.
RAG Pipeline: Embedding models and semantic search to retrieve relevant content 
from FHWA documents.
Text-to-SQL Engine: Generates accurate SQL queries for FHWA’s structured 
databases using schema-aware prompts.
GPU-Powered Inference: Ensures low-latency processing using the LLaMA 3.1 8B 
model.
Monitoring & Session Control: Error handling and session re-initialization ensure 
robust, state-aware interactions.

INTRODUCTION
The Federal Highway Administration (FHWA) manages vast multimodal 
infrastructure data through its InfoBridge and InfoHighway portals. Accessing 
this knowledge typically requires advanced technical skills, limiting its usability 
for non-engineering professionals.

To bridge this gap, we developed InfoTech Assistant a conversational agent 
framework that enables intuitive access to both structured (e.g., bridge 
databases) and unstructured (e.g., technical data). By integrating Large 
Language Models (LLMs) with Retrieval-Augmented Generation (RAG) and 
Text-to-SQL, our system supports natural language interactions that translate 
into actionable insights, democratizing data access across FHWA users and 
stakeholders.
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EVALUATION METRICS

The InfoTech Assistant leverages a multimodal approach for retrieving 
infrastructure knowledge via conversational queries:
Data Collection: FHWA content was scraped and stored in JSON (text/images) 
and SQLite (tables).
Query Handling:
RAG: Semantic document search using embeddings and cosine similarity.
Text-to-SQL: SQL generation via schema-aware prompts and PRAGMA 
metadata.
Backend: Flask app routes user queries and returns results via HTTP.
Temperature Tuning: LLaMA model configured with T = 0.7 for balanced 
response diversity and precision.
SQL Evaluation Protocol: Level 1: Simple column retrievals; Level 2: Filters, 
thresholds, aggregates; Level 3: Multi-table joins and implicit semantics.

RAG Evaluation: Used cosine similarity and accuracy metrics on test queries.

The InfoTech Assistant demonstrates a practical and scalable approach to 
multimodal knowledge retrieval for infrastructure data. By combining semantic 
search (RAG) and schema-aware SQL generation, it enables both technical and 
non-technical users to query FHWA datasets using natural language.

Achieving up to 95% accuracy in semantic tasks and 88% in SQL queries, the 
system improves data accessibility, transparency, and usability. Its modular 
design also makes it adaptable for broader government and industrial 
applications.
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