!
Pr_Q_chTion Pgrswf Regres_sjon

Suppose that

X = (%, %, xP)T
isa p-dimensional vector of inputs,
and that G5y, D, .. Wwa, and Tm
are p-dimensional unit vectors
(which can be Hmoughf of as directions
in the p-dimensional input space)
Letting Y be the response variable,
and letting f(3) denote E(Y|%)
the projection punawit negression (PPR)

model has the form



f(z)= 25 gnl(@ix)
This is an add itive model, but in the
derived features, v wnx (m=1,., M)
rather than the inpufs, x,,%., ..., %, and
The Gom (m = l,...,/V\) are ungpeciﬂ'ed
functions which are estimated, afong
with the @.. (the directions), using some

'Hexible smoofhmg mev‘%oo(.

qm(vm)= gm(&’);?) is called a W,{wna‘m»

and it varies only in the direction defined
lOU Do, (A/H’mug}/) its a fundian W/fn'cfn maps

IRP to {R it onlg variés alOng a smg/e dire ction.
See _/Ez'g. [[.] on 22 IHE of HTF for some QXO’V)/"@-)
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The Scafar variab'e Um > Wm X S the
projection of X 0nto Tom. A/?‘ogeﬁver, the
PPR method tries to find directions, @., ..,
Bop-y , ANd Wom, and fundiom, Ot,..., Gm-1,
and gm, which fogefher constitute a good
regression model. The name nopection
pwww)f comes {rom the iterative search
for good directions. ( There are similari-
ties with prmcip/e components reqgression.
But with PCP\, the directions used are
based onltj on the input values — the
directions are not determined 103 seekmg

ones that provide a good reqression model

for Y Also, with PCR once the P(s
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are determined, one does plain old regression
mode“ng with them, whereas with PPR,
nonlinearities are gccounted for 59 ao/apfz'ng
to the data in an terative manner, as the

\rigl’n‘ W and gm are converged Jro.)

The PPR model is very general — it has

great flexibility. Power terms suchas
can be included if one of the ., becomes
(0,1,0,..,0), and the corresponding g
becomes a cubic function (although this
typically will not occur) P 348 of HTF
indicates how product terms such as xx.

can be mpresenfed ( but again, this fypica”ﬂ
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will not occur) Also, each of the gm Can be

a mm&xnw fuﬂd/'on 07{ Its V.

£ M is made [arge enoug%, the PPR model
can, in principle, approximate any continuous
Function on R arbitrarily well — we have
what is called a umivenoal approximate.
But this genera/ifg comes at a price  becauwe
each input can enter the madel ina complex

and multifaceted way, interpretation of the

Fitted wiodel can be €xfreme/g difficult. (An
exception is 7“1’\6 case of M= 1, which

giVES us wlﬁm‘ is knowh as Hae WW
model in eCOmomefr*fcs.)
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Neural network models suffer the same
prob{emg when it comes Fo inferpretation

and gaining an under standing of the phenomenon
b@ing modeled. But both fitted PPR models
and fitted neural network nwodels can be
great predictors | Of course, with such
flexible models, one should be concerned
about overfitting. With PPR, overfitting
can be prevented by using cross - validation

to determine an appfopriafﬁ value to Use

for M

To f;’f a PPP\ modE’, appraxima+€ yninjmizecs

are soug ht for



oLy - 20 g (mix) ]

| ets first consider us:’mg M=1. [n this case,
a divection, @, and a function, g, are soug ht fo
Minimize

2o Ly - glams)],
Given an initial direction vector, @, the
derived variable values,

Vv, T X, (i=1,...n),
are determined.  Then, a scatterp|ot
SYY\OOH’)QF, such as a smooﬁqing gp/ine,
Is appll'ed to the ordered pairs,

(v';, q;) (i=l,...,n>,
to obtain an inifial 9. NOW, given ¢ 4,

we want o de+ermme a b@‘H’ef‘ N, Leﬁ:‘n9



g

e be the current direction, and ©®, be the
new direcﬂon, we Gan use a Zél‘~ora(er‘
Tag/or series approximation

g(ﬁ?fi‘,-) = g(au“f‘i,-) + 9w ‘(wr%) (er%-mr %)
This gives us that

Liwlyi - gl@Tz)]

“Lily - glwrz) —glars) e -y lomle]

..

i Lo

”_._:_t;_,rs-\
Zlu[ ((NJ4 { 7( + ,__fﬂ?(ﬂwfr;)?)] _ D—J.,,,T)‘?:g].z

= i Lo (mem)] [ (% - L dlieil) - w73 ]

It wco”ows, that to minimize this 4 pprox imation of

Z[:: [ Y; - g((;;;?,)]j
We can o(o o w@is"lfﬁd /ea;f Sg(uarej reﬂressiom
Using no intercept, the [3’(&}5?,)}1@5 weigl’:fs, and the

-—->T..x. -+ {9' - 9(&3‘?,‘)}
e X, '(w‘:?‘)
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as Hae response variab/e va/ue;, Upo:n expanolinj
&%, to be

Wop X0 b0 X 77 Yo, X,

we can c/ear/j see the model beinj Fit The
Or/'gina/ imputs are the predictors jn this
reqgression model, and the components of &,
are the Coe,tcvcicienh to be )ChL using weig hted
least squares. (Summoru‘%img, we approximate
Z.-Z,[g: '3(63,3 7] with Somew"hinﬂ of the form

Ziowi [ g =~ (oo * o reo,00)]]
w hich a“ows us to urse weiglf;fed !E’GSf"
SQuarex to OL)f”aim the minimizing va/ue,r of
Wy, omy .y Wt , and 0o, With the w:, X

amd 9‘;‘ I(VIOWh/ 'H’)& wﬁn}mi%ing @,, con be o‘afaihed,)
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(/lsing the new , Wwe gef new V; Va[ue:, Wl'n'c[q
are then used (with the uncl’!angmj g,-) to 3e+a

new g. From the new g, we obtain a new @,

and we iterate until convergence occurs.

For M »1, the model is built 1n a forward
stagewise mranner, adding a new (&, gm)
oaiv at each ctage. P 347 of HTF gives
Some lde’rails.

- As a new direction s being determined,
the prev:'ouslg obtained . are fgpfca//g
not readjusted.

- After each step, fhe Gon S from previous

Steps can be reao()‘u;feo( (wing bac'(ﬁiﬂ‘/ng).
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One wants 1o use a Smoof)’)inﬁ method (to
determine the gm) for which it is easy to
obtain the necessary derivatives. Rs ppr
function offerr a choice of smoof‘%/mg

methods.

/VliU/ng N HTF and ‘H’)& R documentation
is information about what should be ured as
an initial value for ,. One source suggests
that the Fict priwcipa[ component be used.
Ac an initial value for @, , one could use the
Second princ./pa/ component, or it m/’glﬂf work
well 4o we the part of the second principal

COm/)oneVl-f wlw'ck is Orf‘]’l?yona/ to fée Com'evyea( 5,_
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P 350 of HTF states that PPR has not become
widely used, and Suggests that perhaps this
is because that when it was mtroduced i 1981
its computational demands were too qreat
Now it is feasible v do PPR with a [of of
data sets, and R ppr function proyides us
with a convenient way fo use Fhis modern
method of reqression, which allows for great
Flexibility in fitted models. (But PPR 1 mot
included on the menus of come commonly wed

ctatisHeal coftware.)





