MART

When forward stagewise gdditive moole/ing (FSAM)
is done using regression trees for the components
of the additive model, the approaclw s refecred

fo as multiple additive negrossion thae, or MART
This is what Jredlet does when creating o
regression model, with a shrinkage factor incorpo-
rated to encourage pbow Leanming. (The fem
to be added is multiplied bg 2 constant between

0 and 1, resulting in only a partial adutment
Of course another term can be added +otry o make
a correction (but it too will be dampened) The sfow

progress leads #o a lot of tecns buf tends +o improve perfmnance.)
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The predictive rule for a regression free can be
expressed as

T(z)=2.,Y; Iz eR;),
where the R; are the disjoint regions of the
partition of the space (corresponding to The
terminal nodes of the tree) and the ¥ are the
predicted values for the variow vegions. IF tree
are the components wed in FSAM, which were
previowlg re pre sented generica”g by

B b(z:Y)
W‘OQ we can take B o be l and can let
b(z;Y) be T(%), with the parameter A’;hc/ua/mj
all of the ¥; and all of the information needed +o

SpeCn’)C}’ the R (+he _S{)/i'/’finj variables and Value;,
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and the information needed +o spe.c/‘{g +he overal
S%ma‘ure 07[ ‘H’)e, fTe&). TI’IC’, va]ue o‘f J- is congideced

o be fixed in advance.

For the optimization of the parameters at each
step in the FSAM procedure, with the squaced-
error and absolute error loss functions, giver s
Ry the determination of ¥ is easy. (£ 319 of
HTF seems fo cuggest that the absolate error

loss 5 leads +o complications, but [ really don’

think that it does.) The hacd part is f/‘nc/mj the
K which minimize the average logs for +he
traming sample. In practice, thic minimization

isn’t dowe, and an a/)proximafe _So/u‘/'fon w}’lfclo r‘e.ru/ﬁ
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lcrom a grceolgj f‘OP’dOwn recursive parh‘hom‘ng

afgorift’m is used Instead.

T he situation becomes more complicated H the
Huber logs fo is used +o provide a decent degree
of robustness. A/%oaﬁb Q& one-step Qpproximation
can be used v assign o predicted value to each
region in the partition, pervco.rming the greedy

recursive Parﬁﬁ'om‘nﬂ to idenh')[g a good set of
rej)om "‘dl(@f /Ongen (Nofe-‘ Sec. 1010 of HTF

describes how W&m‘m} can be wed +
Peﬁcvrm a,oprox. numerfca! 0p+imi za‘fmn wiflv Qa general
IOH 705'4. Thingf ace not neceuan‘/y S0 messy it

some specific loss Functions are considered. )



lep/'ca//% sma” frees awe used at each step
Lf stumps are used, the VESu,f”(nj model isan
additive "main effects model, incorporating no
interaction effects. Fuen fhougfq each tree
Comp onent COVHLVimeeJ a m/ahve{g s/'mp/e 5-}@
£ response surface, when a large number of
such surfaces are superimposed, the. rasulhnj
step fn response surface can well approximate

a Continuous response surface.

Jreellet ;’mp/emaoﬁh‘on of MART uses a random
gufmmp/e, of the ‘fraim'nj dats af each ckp— this
makes it run qwd< er and guardj aqgainst averf/h‘/'nj

(as 0[094 w/'nﬂ H)C e,{b'maka( 3enera/f2af7’om €rrors



to select the r(g/'n‘ number of terms)

L( gou WamL +o sSav€é a W#& SO fﬁmt‘

you can score ofther dats, Yy ou must specr{g
this durinﬂ the moc/e/ setyp. You cannot create

ard save a grove Lile after the model has been
built



