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L DA is & “classical “method

for O(Oing classification.

[t is a meodel-Lraacd method.

[+ may not work well, compared
to other methods, if its assump-
tions are violated, but in some

such cages it can per"ﬁorm a/ecem‘/j.



LDA s based on the assumption
that, for each cla ss, the P~ Variate
vectors of predictors are independent
observah'ons from a multivariate
normal distn. It is furthe r
assumed that the normal distns
for the various clasies gl have the
Same  covariance matrix. Onlg
the dist'’n means can differ

(So we have identically -shaped
distns which can differ jn | ocatron.)
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For example, in a two class setting,

we could have mean vectors
o I 2 = [0
M.-(O) L Be(2),

and both classes can have

E <128

as their covariance matrix.

(Here we have P 2_.)




ZY\ 9enera ‘, if thece ace #wo Classes,
and § aod f. are the jornt densitier
of the predictors for the two claises,
and 17 and 75 are the prior”
probabilities (for caces Fo be classified)
fo.» the +wo classces, then the éagef
C(d.ﬂi-ﬁi&r wi/[ C/au}fy a case having
X as the observed predictor values

as beIOnginﬂ to clags I if
L) - mf(z) >0



Usually, £, £, 7, and my are
un}(nown, Howeuec if fheg can
be estimated, to approximate Fhe
Bage: clagiifier, we can c/a:.//fj

—

X as beinﬂ of class 1 if
#Liz) - A fE) >0

v, ano( my Can po.u/blj be e ctimated
(Asinj t+he ‘/‘raih/'nj gamp/e) b_y _gim,o/g
Samp/e proporh’an:} or eyf/mm‘ej/gue;rf‘/mafff

Can be OJD""aine_/ Sowme 07'4’@0" Waj.



TO estimate ')C, and 1[1, one Could
use- a ponparametric dencity estimator
(T his approac/w will be covered in
a future clacs ) But OE'I‘ain,'nj accurate
Nonpara metric a(enmfy estimates con
be difficult if the samp/e sizes
are too small, relat;ve +o p. There-
fore, an alternative approach i +o
assume a paraometric model, and we
the train ing data fo estimate +he
unkviowin parameters of the densites.
W ith LDA, the assumed model ir
multiversate normal dishas havieg o common

CoVv. ma*h‘x, an o M L estimation can be wsed.



With +he mult norm. m odel

assumed fm- LDA, 7£or wlfu‘c/« Tl’le,
pa/ucs ore of the form

~\= CXP( "L(‘X" k) Z.—'(x /Jk))
-Fk(j() {2 )P/z ,2/l/z.

instead of using

m ()~ (%) > O
to exprecs the Bayes rule (in the
two c/auseH/’/g), 1TSS more Convenjeat

to ex press the Bayej rule as

mf (=)
m £, (%) > 1,

or eguiva/enf/j as

,O_q (™/p,)+ Iogac, (%) - Iojfz(?) > O
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Since the contributions from the
denominators of ¥he pdfs cancel,
for the Bage; rule we have
log "hs)-4[(z-)TE (%-7) = () E A G

or e/?w'va[fm‘flg,

SRS RAPN,
~(logmy+ XX A 4 A7 L)
> O,
Le+‘h'n9
§.(2) = logm, + 378 7%, -4 ATL 4,

we chould classify % as being of
class | if & (%) > §(=), and we
should classify it as being of class 2
if 5. () > 8,(2) (There js no prefered
class if §(2) =~ §.(X).)



If there are more than two classes,
we could, if we know +he parameter
values, obtain the value of §, (X )Hfor
each clag, and predict the clace

which giE/a/f ‘f}'\& ,arﬁ@;-}- va/ue, The
Sk /32) are called the Wﬂ&bom'm crtanf

Mm./ ond in practce we have.

to we estimated parameters with them
to do clagificatron (unles we lcaow
L and the M. ). Clagfrcaton done in
thir way s typleally referred 4o ar Ainean
diserniminant grolrysis (0/7"/117«,:7}) I think
that some believe that this classifreatron

procedure should not be called discrimn. ana/}fk).



(7_0 better una/ersfano/ +he pr‘ev/ou.r
S/'mplhf)'ca/-/am note +hat
(% ~T)T 7% )

B S S A D PN MNP
Dye +o the subtraction of the k =2tem
Lromn the k=1 term, t+he %72 % teems
cancel out. Further S)'m,a/»'f/Caﬁon is achieved

bg n of’iry fl’)af

wlﬂiclq foll ous from t+he Lact t+hat

E«r,v'“,? is ]b'«,[, and is +herefore
egtua/ to its ‘}'rampose, ar)p/ bﬁ /)m‘*)n‘ﬁ
‘I’t'\a‘l‘ 2:’( 15 S)fmme'fwc (Sin(é’,g s ), and is

H’»erefore egcua/ to it ‘fraVUPO-Ye' )
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Using ﬁ.,ﬁ», and ,_Z._, from the prev.

example, and letting ™= m =4, the

COno{f"‘!'Dh (FOV' 7"")& Bage: mle,)
(log m + x787" @ - + 475" )

~(logm + L4 - + 42" &)

> 0

bQCOMEJ‘ (no'f'-'nj 'H'\af E-|= l—'-'-'l)
(log 4 + ¢x,x)(3)- 2 CL03(4))

~(log4 * (x,%.) (9) - (0 1)(°))

> 0.

In the end we can get that X <hould

be Qfassffn‘ea[ as bef.ng O,C class [ £

&
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The Batdes error rate can ’oe Slﬁowm

to be @(-/) = O M0

[f we have that

e Bk R,

Hflen fhﬁ. Bager C'dssif‘iel" C{dfﬂ"pl‘e!
X as belon31n3 to class ] if
Ka S A, ¥ ’03 2.

Ih eacln mc these two example:, ‘Hne_
LDA c’amf:er S'oou!of be Qa dccen‘f‘

1+ ¥ \
approximation of the we | C/\o""

-

My 7
q /
Bayes Clasxiﬁfer (un'ess a

there isn't adeg(uah data) /', Iq Z
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In the two class setting, if the
optimal decision boundary is linear,
LDA Mig/’)f still do well even if the
assumptions of normalc'fﬂ and & Common
covariance matrix dont hold. (Note
that a binarj predictor does not have
a normal distn. ) [n some cares,
‘f‘mns{orming predictors imp roves
performance._ But if the oph‘mal (Bage.;)
decision boundary is not clore Fo linear
then LDA can perform poorly. One
possible remedy is to expand the
set of predictors (e.q., using x*, x,

and x X 1IN Odﬂ'l’h’on to %, a”d 7(1.).



Before clesing, [l point out that
i p=3, the optimal boundacy
between two classes is a plane. when
the assumphons underlying LDA are
met. For p> 3 optimal boundaries
are h\jper"plane;, For example, in a
two clags setting, the set of X
values for which clag 1 is preferred

+o clagr L will satisfy a rule of the

‘FOrm

Co * €%, * Coxat 7 CpXp > O,
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