Forward Sfagewise Additive /V\ode//ng

Many methods make use of additive models
havihg the general form

F(R) = 2 B b(RY,),
where the B, are coefficients and the biz..)
are basis functions of the multivariate argument, %,
characterized by a set of parameters, with the Y.
being the parameter sets for the varrous basis
functions. For example, an additive MARS
model is of this type, with the b(%, ¥.) being
hockeg stick basis functions, with the ¥, identtying
the featured predictor, the [ocation of the knot, and

whefher its a primarg or ml'rror‘image )’)ockej Sﬁc/(.



One might desire to fit such a model by mini -
mizing a loss function averaged over +he Fraining
data. For example, one could seek values for
the Bm and the Y. to minimize

FLL Ly, EraBablz;0))
perhaps using

Ly, f)) = ( fz)-y)
(the squared ~error loss fn)  ( OVCMCI‘HMﬂ would
be controlled bg sel ecting M appropriately, given
the basis functions used and the sample size of

the framing data)



However, if things are sufficiently complex,
the optimization may be difficult and compu-
tationally costly. In such cases, a csimple alferna-
Five strateqy, known as %o'wrww( otegenise
Additive MWMM?, can be attractive when
it is feasible to rapidly solve the subproblen
of Fifh’nﬂ J'u5+ a Sing/e basis fn — e, it it
jsnt ferr)loly difficult +o determine +he values
of B and ¥ which minimize

2o Lo Ys Bb(z,;4))
(where the factor of + has been omitted cince

it does not affect the So/uflon).



L}_

Forward ctagewise additive mode/ing Approximates
the solution +o the orfgmal minimization problem
by equentially adding mau basia fumclion trme
o the expansion MMWW paramedie
ond cotflicints of theose which Auwe alnesds
Jreom added. At the mtt step, ome solves for
the optimal basis fn, b(3;¥n), and corresponding
coefficient, Bn, to go with the current expan-
sion, £, (%), so that

f(z)= £ (2)+ B b(z )
is the best chorce for £a (% hav/mg such an
additive form.  (Best is with regard o minimizing
the overall log for the training data.)



FOr example,, Wh% ﬂ’)& gg{uarea(-error /OU 1[74,

fo o btain
flz) = B bz V),

one determines the values of B and ¥ which

Minimize
2w [y = Ablz ; 1))
For subseguent terms, given
folz) = 200 Aob(%:0),
to obtain Bm and V., one determines the
values of B and ¥ which minimize
28 (g - () + Bb(x:0)] )
Y ( [y = foilz)] - Bblz,Y))
=2 ( vy - Bblz))

w here Coni = Y ™ [M (%:) s Sl'mply the ith



residual resu/ﬁnﬂ feom the carrent mode| —
the error of the current model on the it
observation. So once the values of the r,.,
are determined af the start of the méh
tage, the problem of obtaining Bm and Vo

Is O‘F H’)e Same 7C0rm as 'H’?C prob]&m mC

Obfaining B, and Y,_

Since the sgeuare,d—'error loss £ i gemera//g/
not a good choice for classification, and ay
not be the best cheice for regression, it is of
interest to determine how other appropriate

/og functions can be wed with forward

Stagewise additive mcde/l'ng_



