Classification with el Lot

Letting Y be a binary response variable
having possible values | and -1,
Y = (Y+1)/2

(o that Y is a Beraoulli rnv.), and

olx) = PY=11x) = P(Y-TIx),
the likelihood for an observed ' assoc. w/ x is

[ o)1 [ 1-p(x)]"77
and the log-likelihood is
y' log [ p(x)] + (L-y)log[1-plx)]



We can elect to express plx) in terms of a
" mode/ing function, £(x) using
plx) = 1/ (1 + expl -2£(x))),
which insures that p(x) will not be outside
of (0,1) no matter what £(x) is and no matter
how extreme x is, In terms of flx), the loy-

|ike lihood is

Y’ 103( r+exp o=z )+ (1 -y Nog( 1 ensc- ZF(xl))
which, after a bit of careful work, can be shown
to be e%ua/ to

- /03(? + e"szﬁx)),
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Equivalent to maximizing the log-likelihood (and
also the likelihood ) is minimizing

log( 1+ e 2uf9)),
which is the deviance (aka Cra-emtrqy (and
one could also refer 4o it as the negative Beanowlls
log-likelihood ). Given data, we could seek f(x)
o make

Li log (1 + emwft)
as small as poscible. However since E (Y™ [x)

has the same minimizer as the heq. /03*1"/<efikaoa()

WE Can instead seek F(X) to minimizé

Z ‘: e-—td.‘ ‘F(’t:)



For the WWMW we have
L ( y, Hx)) - exP(" gacfx)).

FfAM w/ exponem‘-ral /osx is an fterative
method to approximate +he fn, £lx), which
minimizes

Z: e*aiwp(xl)

S ce

PY:=1
f(x)” 3’: /og ( P(();hlliz)) ),

FSAM wy exp. logs can be Hsougl'»} of ar a way
to it a lojuh‘c réqressjon model ( Note +hat we
dont gues what the form of £(x) ir and estrmate
ifs pacsmetecs — we approximate fi) nonpacametrically.)

The agproximation of flc) which results can be used +o



=)

do C{am‘f)mh‘om , and f’hi: way of d()mj clacsificatron
Can be (l’lown (w;ﬂw a loh‘ of e{forf) fo be eq,urva/en{-

‘/-o doinj Wo'claﬁ c/am’f»'cah‘on ufmj AJaBoon‘.Ml.
If q Sl'wrinlwge factor 15 used with the FSAM

procea(ura, we€ nNo /Oﬂjer %ave ‘H"lc e%u:‘valeﬂc&

wif’}n AJaBoosf,/Ml, but the incorporation of a

Shriwkage fadvr- can Improv& PerIOrmance,

With Tredlet, one can fit this tye of classifier
by specifying that a Regression model be built
using degurtic bikelihood as the Reqresion Locs
Criterion.  (Note: All of the response values jin
the data need +o be either 1 ar 1. ) [f there

are more than two classes posable for +he
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response, then one can specify that a Clasaifiéation
YWOdel be built (and J—wM the a/gor/'me

given on p. 345 of HTF is used).

Note: The dneellet manual gives contradrctory
information Concerning the default prior probabili-
ties. P43 specities that the default is DATA
(which [ think is a reasonable choice), while

p- 6€ indicates that it is EQUAL (which may not
be what you want 1o use) With DATA, the
class proportions of the available data are assumed
to be what one expects o encounter when classifi-

cation is done using the classifier which is built





