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Abstract— The next generation of household service robots
must not only perform day-to-day tasks effectively, but also
learn and improve over time by continuously evaluating their
own performance. My research focuses on introspection as
a technique that enables a robot to self-assess its behavior
while performing long-horizon tasks in environments that may
not be fully known. We show that such introspection enables
improved performance in tasks such as navigation in unknown
environments, deployment-time learning and adaptation, and
large language model (LLM)-informed object search.
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I. INTRODUCTION

As service robots become part of our homes and offices
assisting us in tasks like cleaning, making breakfast, moving
things around or other routine chores, they must not only
perform these tasks effectively but also learn and improve
over time by continuously evaluating their own performance.
Humans demonstrate remarkable abilities to reason about our
effectiveness while performing tasks and identify ways to
improve our skills. By imagining alternative actions and their
outcomes, we can introspect without actually taking those
actions, helping us avoid poor decisions. Such abilities are
essential for household robots to continuously refine their be-
havior and avoid undesirable outcomes. Thus, introspection
is a crucial capability for next generation of service robots.

While advances in machine learning have enabled robots
to learn from prior experiences and get better over time, most
are limited in their abilities to identify poor long-horizon
planning performance. Runtime monitoring approaches aim
to evaluate the deployment-time reliability of learning-guided
robot behavior [1]-[4] to decide whether to continue using
learning or switch to backup strategies when performance de-
grades. However, most such approaches focus on addressing
issues related to local perception or raw model predictions
rather than evaluating overall task performance [3], [4], lim-
iting their effectiveness in assessing long-horizon behavior.

My research aims to improve deployment-time perfor-
mance for long-horizon robot planning under uncertainty. To
achieve this, my research focuses on developing techniques
for introspection via which the robot can reason about good
and poor behaviors without the robot having to go through
them first-hand to realize their impacts. I aim to develop
general-purpose introspection techniques that are not only
applicable to navigation and task planning problems but are
also agnostic learning paradigms (e.g. pre-trained models,
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LLMs, etc.) used to inform robot behavior. By leveraging
these techniques, my work facilitates quick selection of best
performing behaviors during deployment, enabling robots to
achieve improved long-horizon performance despite uncer-
tainty. I envision robots that seamlessly adapt to new environ-
ments and perform well during the course of deployment by
leveraging the techniques for introspection to continuously
assess their performance and learn from hindsight.

II. RESEARCH CONTRIBUTIONS

During my PhD studies, I have developed algorithmic
foundations for introspection in the context of long-horizon
planning under uncertainty. Below are my key contributions.

Introspection via Offline Alt-Policy Replay Improving
deployment-time performance for goal-directed navigation in
unknown environments requires the robot to look back on
its behavior and introspect whether a different strategy could
have performed better in the same scenario. However, testing
multiple strategies directly is costly and requires the robot to
experience potentially poor behaviors before ruling them out.
In our work [5], we introduce an introspection technique,
called offline alt-policy replay, which uses data collected
during deployment to perform counterfactual reasoning about
alternative strategies the robot could have instead deployed.
Such introspection computes lower bound cost of alternative
strategies without deploying them, which is then used to rule
out poor strategies and identify best ones, resulting in 5-11%
reduction in average navigation costs during deployment.

Asymptotically Optimal Policy Selection In many
scenarios, relying on a single strategy during deployment
may not yield good performance, requiring the robot to select
from multiple strategies to find the one that performs best
in the deployed environment. To facilitate this selection,
we introduce a policy selection formulation [5] based on
the multi-armed bandit problem. However, bandit algorithms
like upper confidence bound (UCB) [9] converge too slowly
in this domain as they require many iterations of trial and
error to identify the best performing policies. To accelerate
convergence, we incorporate lower bound costs computed via
our introspection technique [5] as an additional bound in UCB
bandit-like selection strategy. This approach enables quick,
data-efficient identification of best policies, achieving 67—
96% improvements in cumulative regret while maintaining
guarantees on asymptotic sub-linear regret.

LLM-informed Model-based Planning, and Introspec-
tion for Prompt Selection Effective object search in
partially-known environments requires long-horizon reason-
ing and continuous self-evaluation. While LLMs offer valu-
able commonsense world knowledge for such tasks, directly
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The robot is looking for a book and has four containers it can search:
fridge (a,), countertop (a,), garbage can (a;) and side table (a,).

(a) LLM-informed Model-Based Planning for Object Search
Fig. 1.
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Information collected during trial (e.g. objects found in explored
containers) and the map are used to replay the robot behavior
informed by all other alternative prompts and LLMs, the outcomes
of which are used for selection of best prompts and LLMs.

Trial 2
Deploy: Prompt 2, LLM 2

Offline Replay of Alternative Prompts and LLMs
Promp: 7, LLM: 4 Promp: 7, LLM: 4
T S 3

(b) Deployment-time Selection of Prompts and LLMs

Our work [6]-[8] enables improved object search in partially-known environments by (a) augmenting model-based planning with commonsense

knowledge from LLMs, and (b) leveraging introspection via offline replay for deployment-time bandit-like selection of best prompts and LLMs.

prompting LLMs to decide where the robot should search
often leads to suboptimal, myopic behavior [10]-[12] as
their planning and reasoning abilities are often brittle [13]—
[16]. Our work [7] introduces an LLM-informed model-based
planning framework for object search (Fig. 1(a)), where high-
level actions correspond to searching containers, and model-
based planning is guided by LLM’s predictions of object
likelihood, leading up to 23% improvements in average
navigation cost. Crucially, this high-level action abstraction
enables fast deployment-time prompt selection [8] through
introspection via offline replay (Fig. 1(b)), enabling the robot
to quickly identify best choices during deployment and thus
resulting in 40% improvements in cumulative regret.
Deployment-time Learning and Adaptation Robots
deployed in unknown environments must learn and adapt
their behavior during deployment to perform well in a wide
variety of scenarios. While various deployment-time learning
and adaptation strategies exist, there is no one-size-fits-all ap-
proach, and the robot must select best-performing strategies
during deployment. However, selecting best strategies can be
challenging due to the non-stationary nature of continually
evolving policies. To avoid having to deploy such continu-
ally evolving strategies for assessing whether they should
be deployed, we leverage introspection via offline replay
to determine when the policies learned or adapted during
deployment would yield better performance without actually
deploying them. In this work [17], we demonstrate improve-
ments up to 19% in average cost and 95% in cumulative
regret with deployment-time selection among multiple poli-
cies: pre-trained, learned from scratch during deployment,
and adapted during deployment via visual domain adaptation
techniques like CycleGAN [18]. This work enables improved
deployment-time performance for long-horizon goal-directed
navigation in unknown environments by selecting the best
strategies from an ensemble of continually evolving policies.

III. ONGOING AND FUTURE DIRECTIONS

My prior works demonstrate the benefits of introspection
in multiple scenarios including goal-directed navigation, ob-
ject search, LLM-informed planning, and deployment-time
learning and adaptation. However, such introspection tech-
niques have the potential to solve more general and broader

problems in robotics, which I am eager to explore.

Introspection for Effective Task Planning under Un-
certainty Many real-world service robot tasks, such as
assisting in homes and offices, often require executing com-
plex, temporally-extended objectives. For example, a task
like serving a coffee may involve sequential subtasks such
as finding a cup, pouring the coffee, and placing it on the
table, often under conditions of partial knowledge about
the environment. Introspection of such plans executed by
the robot, combined with the hindsight information about
the environment, could enable robots to reason about and
identify better planning strategies for effective performance
of such long-lived household robots. My ongoing work
focuses on developing introspection techniques for general
task planning problems and how they can seamlessly be
integrated into standard planning frameworks like planning
domain definition language (PDDL) to enable reliable and
effective planning performance for long-horizon tasks despite
uncertainty—a capability that is crucial for service robots.

Reliability and Adaptability for LLM- and VLM-
enabled Robotics As robots increasingly rely on LLMs
or vision language models (VLMs) for decision-making,
adaptation to new environments while demonstrating reli-
able task performance is critical. While my recent work
on LLM-informed planning and prompt selection [6] makes
progress towards reliable deployment of such LLM-based
robotic systems, there remain significant challenges in mak-
ing such systems adaptable to changes in environments
and human preferences while still maintaining reliability. I
aim to develop methods for LLM-based robotic systems to
autonomously adapt how LLMs are used for informing robot
behaviors, e.g. via automated improvements of prompting
strategies to facilitate adaptation. This research direction
addresses a key challenge in making LLM-guided robots
reliable and practical for real-world applications.

Introspection for Multi-Robot Teams In multi-robot ap-
plications like warehouse automation and search-and-rescue,
introspection not only about one’s own behavior but also
about the behaviors of other robots in the team has potential
to improve collective strategies and enhance team perfor-
mance. I am excited to explore these avenues in future.
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