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ABSTRACT The sheer volume of IoT networks being deployed today presents a major “attack surface” and poses significant security risks at a scale never encountered before. In other words, a single IoT device/node that gets infected with malware has the potential to spread the malicious activities across the network, eventually ceasing the network functionality or compromising the network. Simply detecting and quarantining the malware in IoT networks does not guarantee preventing malware propagation. On the other hand, use of traditional control theory for malware confinement is not effective, as most of the existing works do not consider real-time malware control strategies that can be implemented using uncertain infection information from the nodes in the network or have the containment problem decoupled from network performance. In response, in this work, we propose a two-pronged approach with malware detection at node-level, and confinement of malware at network-level. We deploy a recently proposed lightweight runtime malware detector at the node-level that employs Hardware Performance Counter (HPC) values for malware detection. This node-level malware information is combined with the malware propagation information and then fed during runtime to a stochastic predictive controller to confine the malware propagation without hampering the network performance. Synthesizing the node-level malware information with the model predictive containment strategy leads to achieving an average network throughput of nearly 200% of that of IoT network without any defense, and up to 160% of that of network with commonly employed state-of-the-art heuristic approaches for malware confinement. Furthermore, to scale with ever-increasing network topology sizes, we introduce a novel multi-attribute graph translation that can predict the network topology and node state information when provided with a snapshot of topology and node-level malware infection. The proposed multi-attribute graph translation has <5.88 Root Mean Square Error (RMSE) compared to the model predictive containment strategy and has shown nearly constant graph translation time and limited resource utilization independent of the network size.

INDEX TERMS Malware epidemics; Control theory; Malware detection; IoT security; Malware confinement

I. INTRODUCTION

The grand vision of the Internet-of-Things (IoT) boasts a fully connected global network connecting every imaginable thing together. The benefits of such a vision are currently seen spanning across many application domains including mobile, health, smart homes, smart grids, and defense. Amelioration of miniature computing devices into the consumer and industrial markets with enabled connectivity to the Internet towards smart and intelligent features lead to an upsurge in the size of networks through which the devices are linked and
communicate with each other [1], [2]. Unfortunately, with the massive amount of potential benefits offered by IoT devices, there comes an equal amount of potential vulnerabilities and security risks that have never seen before [3], [4], [5], [6], [7], as the security is often neglected in IoT devices’ design [8], [9], [3].

From the adversaries’ perspective, the feasibility for malware propagation via connected network with none/weakly built defense measures, and a vast connectivity makes the IoT devices a potential target for cyber-attacks [3], [4], [10], [5], [6], [7], [11], [12]. These attacks can be targeted at various IoT devices such as routers, surveillance cameras, and mobile phones. It is highly possible that the malware spreads across the network as soon as one of the devices/nodes is infected, and the entire network immediately becomes compromised [13], [14], [9]. In April 2017, an attack named ‘BrickerBot’ was launched in the USA, where IoT devices such as routers stopped functioning for the users who never changed their default ‘usernames’ and ‘passwords’ for their devices. Similar attack occurred in Germany with the hacking of Deutsche Telekom network in November 2016, resulted in widespread Internet blackout for three days. The amount of attacks on IoT devices are augmenting tremendously. According to latest McAfee threat reports [8], there is nearly 38% increase in new malware in the year 2018 (more than 800 million samples in 2018), and nearly 15% of the existing enterprises being attacked [15]. Unfortunately, given the magnitude of deployed and emerging IoT networks, it becomes impractical to quarantine the infected systems as the malware would have propagated to other devices already. More specifically, the accentuating size and popularity of these networks further exacerbates the challenge of securing IoT devices and restricting the malware propagation, as we no longer have the option to just ‘restart’ the entire system, as the cost of restarting a massive network may easily exceed the cost of potential malware existing in the network. The propagation of malware through the IoT networks not only leads to infecting multiple IoT devices, but also can significantly degrade the network performance such as throughput. Preserving the network connectivity for the functionality and communication can be seen as potential threat in IoT networks leading to spread of malware in IoT network and edge devices [16], [17], [18], [19], [8]. On the contrary side, it is non-trivial to maintain the connectivity (throughput) to facilitate the communication and preserve the functionality while proposing effective solutions to improve the security and/or performance. Thus, detecting threats and minimizing the traffic/network access from the compromised nodes is non-trivial to protect the users from different cyber-threats including DDoS [16], [17], [18], [19], [20].

Coupling the above-discussed issues of malware attacks on a single IoT node, and their propagation through the network reveals some significant issues that have to be addressed before realizing large-scale global deployments of IoT networks. In this work, we propose a unified solution that addresses the challenge of malware detection and propagation in an IoT network by: a) deploying an effective yet lightweight runtime malware detection on IoT devices; and b) confining the propagation of malware in the IoT network with imperfect infection obtained from node-level malware information while preserving the network connectivity and overall performance. Albeit, the malware confinement can be performed effectively using a stochastic optimal control technique, the scalability is limited to networks with few tens of nodes. To further improve it, a novel multi-attributed graph translation method is proposed based on multi-attributed graph translation generative adversarial nets.

A. ASSOCIATED RESEARCH CHALLENGES

Solving the aforementioned problem involves multiple research challenges that are highlighted in this section.

1) Limited Resource Availability

Unlike general network systems, IoT devices are designed only with fundamental cyber-physical functions in mind such as sensing and actuation with minimal computational, storage, and communication capabilities. As such, carrying out compute-intensive operations for malware detection or storing the malicious patterns to detect cyber-attacks during runtime are impractical in these devices. For traditional computing systems, several techniques have been explored for malware detection including dynamic binary instrumentation [21], anomaly detection [22], information flow tracking [23], [24], [25], taint-analysis and symbolic execution [26], and VM introspection [27]. There also exist traditional approaches such as semantic [28], [29], [30] and signature-based [31], [32], [33] solutions including off-the-shelf anti-viruses as well. However, most of these techniques are slow, and require large computational resources and memory [34], [35], [36], [37], making them infeasible to be adopted in IoT and resource constrained devices. Furthermore, the emergence of new malware threats often requires patching or updating off-the-shelf software-based malware detection solutions (such as anti-virus) and incurs a large amount of memory, hardware resources, as well as network communication bandwidth. Therefore, IoT devices in general cannot accommodate resource intensive solutions, thus are vulnerable to security threats. As such, it is crucial to deploy a lightweight malware detector for resource constrained IoT systems. In response to the latency and processing overheads incurred by existing malware detectors, Hardware-assisted Malware Detection (HMD) technique is proposed [35]. In this work, we adopt a recently proposed lightweight HMD solution [36] on IoT nodes to detect the malware. It needs
to be noted that HMD is solely adopted based on the experimental setup and other mechanism can be chosen depending on the devices utilized. Also, we emphasize that HMD [36] is neither contribution nor the proposed solution is bound to HMD proposed in [36]. Deploying a lightweight malware detector will benefit by reducing the resource consumption and also aids when designing a malware confinement solution, as will be discussed later. It needs to be noted that HMD is solely adopted based on the experimental setup and other mechanism can be chosen depending on the devices utilized. Other malware detectors that consider different attributes of the node and/or network can also be considered as long as it provides the estimate of presence of malware.

2) Malware Propagation through Communication Links

In addition to the malware detection at node-level in an IoT network, the propagation of malware poses additional challenges in IoT networks. The connectivity between IoT devices both in terms of close proximity, and sheer numbers make them vulnerable to contamination. None/minimal security measures in the networks result in compromise of other device’s/node’s security through propagation. If a perfect real-time malware detection is feasible, an effective strategy is to simply detect and quarantine the malware to avoid malware propagation into the network. However, constantly evolving malware is showing that no detection technique will be instantaneous and deliver a perfect yield, as many malware are purposely designed to avoid detection. For instance, the work in [38] has shown the possibility of spreading a light bulb worm which allows a reprogrammed bulb to re-flash nearby counterparts.

In addition, due to limited computing resources at the node-level, sophisticated and highly accurate malware detection solutions cannot be afforded [36], [39], [34], [35]. Consequently, deploying a semi-accurate malware detection method and a proactive approach such as immediately disconnecting the links in the network, while can confine malware, but also impact network performance and throughput, or even can result in communication loss, which is detrimental to the network performance. As a result, a more effective and methodical technique to confine malware propagation through communication links is needed, that balances the desire to contain the malware while preserving the network functionality and performance in the presence of semi-accurate malware detectors.

3) Scalability of Traditional Malware Confinement Methods

Malware confinement by formulating as a stochastic control problem and optimization, though effective (solution to previous challenge of malware confinement), requires malware propagation information to be predicted feed-forward in time to ensure that the trade-off between performance and malware infection is met. This incurs significant latencies, and thus it is limited to few tens of nodes due to involved complexity. The large execution time and memory consumption of simulation-based models motivate us to consider data-driven-based models in machine learning (ML) domain [40]. Motivated by the most recent progress of self-supervised learning in ML community, cutting-edge deep learning methods are able to learn the transformation mapping of complex data from one status to another [41]. For example, image translation methods transfer a painting from one style to another based on convolutional neural networks and generative adversarial nets [42]. Once the transformation mapping is learned, the prediction is instantaneous, just the same as that of conventional supervised learning method. For self-supervised learning, although deep generative models have proven their effectiveness on the generation of continuous data such as images, and videos, the prediction and generation for discrete data such as graphs are still open questions and are extremely challenging.

However, the problem of malware confinement requires constant prediction of the malware propagation status across the network, which is to predict a graph based on the current topology. The recently introduced generative deep learning models for graphs are typically unconditioned generative models, which typically only synthesize additional graphs directly following the distributions of the observation graphs and has no control over modes of the graphs being generated. However, in our problem, we need to predict the future graph status based on the current graph status and node status, thus a model that can generate a graph by conditioning on another is required, which cannot be achieved by the existing graph learning models.

B. OVERVIEW OF PROPOSED SOLUTION

In this work, we propose a two-pronged approach for effective malware detection and confinement in IoT networks.

First, we address the problem of malware detection on the IoT devices by deploying effective hardware-assisted malware detection proposed in a recent work [36], under the constraints of optimum latency, power and silicon footprint. This is adapted in this work based on the devices we chose in the experiments i.e., devices that host on-chip Hardware Performance Counters (HPCs) registers. However, other malware detection techniques can be adopted, as the stochastic controller is not dependent on the HMD, rather it requires an estimate of malware at node-level. From our experimental evaluations, we employ a lightweight rule-based JRip classifier at node-level to analyze the microarchitectural events and classify the malware and benign applications. The advantages of employing such HMD are its low processing overheads along with high detection performance [36]. Regardless of the best efforts on deploying highly accurate malware detectors, malware propagation is still feasible in IoT network, as no “perfect” malware detector exist.

Further, to confine the malware propagation in the network, the outputs of deployed node-level malware detector
are fed to the proposed malware epidemic controller. It needs to be noted that to solve the stochastic control problem for malware confinement, it requires an estimate of node-level malware existence from the malware detector, rather than accurate detection information. Furthermore, as accurate information might not be always feasible, using stochastic optimization utilizing the estimate is more beneficial. While there exists vast research on epidemic processes control in general, there are very few works that consider tractable real-time feedback control solutions working with the stochastic dynamics of malware spreading [43]. Works such as [44] performs the optimal control to minimize the spread of the malware, but only considers spreading characteristics rather than node state, which also plays a non-trivial role in malware spreading. Instead, the only known works that primarily study control of the stochastic dynamics are [45], [46], [47]. In [45], [46], it is shown that for the standard continuous-time (Susceptible-Infected-Susceptible) SIS epidemic process, there exists a finite threshold for varying the healing parameter of the process, above which the process can be controlled to the disease-free equilibrium exponentially quickly, and below which it cannot. In addition, these works mathematically characterize a sub-optimal controller for the processes and characterize its sub-optimality. However, the computations required to implement such controllers are known to be NP-hard and inapproximable, indicating that they are not applicable for real-time confinement. Instead, a tractable fixed rolling horizon controller is developed in [47] that considers performance constraint can be seen as a solution addressing similar challenge, however, a mechanism to incorporate node-level information is not available.

In this work, instead of directly solving the stochastic optimal control problem, which requires efficient methodologies for estimating and predicting the future malware propagation in the network graphs, a similar functionality is mimicked by our novel graph translation method, in which the future propagation graph topology and node status (malware probability) is predicted based on the current topology and node-level malware information. Different from graph generation problem, graph translation considers learning the propagation process from one graph state to another state. Existing methods [48] only deal with the topology translation, which is not suitable for our problem, where the node attributes (states) and propagation controlling parameters have influence on the propagation process. Specifically, we propose a multi-attribute deep graph translator (MA-DGT) to learn the propagation process from the initial graph to infected graphs, where the translation process is controlled by node states, and topology.

C. CONTRIBUTIONS

The contributions of this work can be outlined in a four-fold manner as follows:

- We develop a unified framework for combining the models of malware spreading processes on IoT networks explicitly with their direct adverse effects on network performance and formulate a stochastic optimal control problem for malware confinement while maintaining the network connectivity.
- We show how the output of a node-level malware detector can be deployed to generate imperfect estimates of infection state information as an input to proposed rolling horizon optimal controller for epidemic containment.
- We propose a heuristic end-to-end detection and defense strategy for IoT networks to solve the malware confinement problem. We demonstrate its superior performance against commonly used heuristic containment strategies.
- Lastly, to address the scalability concerns, a novel deep learning-based graph translation method is proposed based on graph convolutional neural networks and generative adversarial nets. Once being trained, the proposed method runs instantly and much faster than deriving the solution for stochastic optimal problem i.e. malware confinement.\(^4\)

II. PROBLEM FORMULATION

Here, we introduce the IoT network architecture and the malware model, based on which we formulate the stochastic optimal control problem for malware confinement.

A. IOT NETWORK ARCHITECTURE

The network architecture and connectivity to various IoT nodes is shown in Figure 1. The network comprises of multiple heterogeneous nodes, each having an on-board low-end microprocessor to perform simple operations such as attenuation, routing, and noise removal. The heterogeneous IoT nodes are placed randomly in a \(L \times M\) space, \((L\) is the length and \(M\) is the width), with each node connected to its neighboring IoT node(s) within range \(R\) via Bluetooth. The nodes are of type broadcasting stations, routers, or sensory nodes. Each of these nodes are equipped with a lightweight ML classifier to differentiate the malware and benign applications during runtime. This requirement is for the considered experimental setup but is not a requirement nor constraint to deploy our proposed solution. The process of malware detection on IoT nodes is illustrated in the left zoom-out box of Figure 1. A runtime malware detection is adopted from a recent work [36], where it is considered the devices that has embedded processor and utilizes ML for malware detection, similar to [34], [35], [36], [49]. However, one can accommodate other malware detection techniques, as long as it can provide an estimate of node-level infection. In this work, we consider all the nodes to be of same priority (all the devices are equally important) and the nodes can host a microprocessor to execute the adopted malware detection technique. The rationale for such assumptions is that future IoT networks consist of smart devices. As aforementioned, other lightweight techniques can be considered for malware detection depending on the utilized device’s specifications.

\(^4\)The source code is available at https://github.com/xguo7/MA-GT-GAN
At time-instant 0, a set of randomly chosen nodes (2 nodes in this work) are set to be infected. However, as the time progresses, any of the nodes in the network and at any point of time can be infected. A centralized epidemic malware predictive controller is embedded into the network to modify the network topology during runtime in order to confine the malware propagation in the network. The malware information from each node is directly communicated to the controller. This controller is fed with the node-level malware infection probabilities to perform a stochastic control-based network optimization and preserve the network connectivity and confine the malware epidemics. The process of malware confinement is illustrated in the right zoom-out box of Figure 1. As the deployed network size is limited, a centralized controller is employed. However, for a large network, a hierarchy of controllers can be deployed, or network can be split using techniques such as graph slicing [50]. For real-time confinement in large scale networks, this work proposes MA-DGT.

### B. MODELLING MALWARE

We present the used notations, malware propagation model, and the effects of malware propagation on the network here.

**Notations.** We use \( \mathbb{R}_{\geq 0} \) to denote the set of non-negative real numbers, and \( \mathbb{Z}_{\geq 0} \) for the set of non-negative integers. The expectation of a random variable \( X \) is denoted by \( \mathbb{E}[X] \). Note that when the measure of expectation is clear from the context, we omit it. However, when necessary, we explicitly include it as a subscript of the operator, i.e., \( \mathbb{E}_{\mu}[X] \) indicates the expectation of \( X \) w.r.t. measure \( \mu \). Similarly, when clear from the context, we omit the initial condition \( X(0) \) of a stochastic process. When necessary, we explicitly include it as a part of the expectation’s conditioning, i.e., \( \mathbb{E}_{}[X(t)\mid X(0)] \), or interchangeably by a bracketed superscript i.e., \( \mathbb{E}^{X(0)}[X] \).

**Malware Spreading Model.** The standard model used in the study of computer malware epidemics is the SIS model [51], [52]. In SIS model, the node is assumed to be either in infected (I) or susceptible (S) states. The primary assumptions in this work for the modeling are: the embedded nodes quarantine the malware once detected and the infection happens immediately. The considered model also reflects the real-world malware spreading such as worms and viruses, where the malware infects the node (node transitions to infected (I) state) and gets quarantined by the anti-virus techniques (i.e. node becomes malware free (S state)) [53], [54], [51]. The deployed malware spread model is also analogous to the internet worms and viruses that infects a node and start propagating through the network through downloads or self-replication. Some of the real-world malware that follow this kind of model are ‘badBios’ [55], ‘Yankee Doodle’ [56], and ‘Magneto’ [57]. Thus, based on these real-world examples and the considered node architecture with malware detector, ultimately, we use the stochastic SIS, which is a well-established model for epidemics on large-scale networks [58], [59], [60], [43], [51]. However, the proposed malware confinement only requires the estimate of malware propagation in the network and is applicable to other kinds of malware spreading models. In this work, the network is represented as a weighted directed graph \( G = (\mathcal{V}, \mathcal{E}, W) \) with \(|\mathcal{V}| = n\) nodes, \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) as the directed edges, and \( W \in \mathbb{R}_{\geq 0}^{n \times n} \) is the weighted adjacency matrix. The edge \((i, j) \in \mathcal{E}\) means that node \( j \) is sending data to node \( i \) at a rate proportional to \( w_{ij} \). Note that \( w_{ij} > 0 \) if and only if \((i, j) \in \mathcal{E}\), and \( w_{ij} = 0 \) otherwise. We denote the set of neighbors of \( i \) as \( \mathcal{N}_i = \{ j \in \mathcal{V} \mid (i, j) \in \mathcal{E} \} \). At any given time, the set of nodes are split into two compartments: Susceptible (S) and Infected (I), that represents the infection state of each node. Then, the state of node \( i \) at time \( t \) is given by the binary random variable \( X_i(t) \in \{0, 1\} \), where \( X_i(t) = 1 \) indicates that the node \( i \) is infected with malware at time \( t \), and similarly, \( X_i(t) = 0 \) indicates that the node \( i \) is currently free of malware, but susceptible. The infection state of the entire network is denoted by a vector \( X(t) \in \{0, 1\}^n \).

The intuition of malware spreading model is as follows. Any node \( i \) that is infected with the malware is capable of passing it to a neighbor \( j \in \mathcal{N}_i \) (within radius \( R \)) randomly with a Poisson rate \( \beta > 0 \) proportional to the amount of traffic flow \( w_{ij}, \beta \) termed as infection rate. At the same time each infected node is also able to naturally recover with a Poisson rate \( \delta > 0, \delta \) termed as recovery rate. Thus, the SIS spreading process can be modeled using the Markov process as

\[
X_i : 0 \rightarrow 1 \; \text{with rate} \; \beta \sum_{j \in \mathcal{N}_i} w_{ij} X_j, \quad X_i : 1 \rightarrow 0 \; \text{with rate} \; \delta.
\]

**Effect of Malware on the Network**

In addition to the malware spreading model, we also present a model to study how the malware negatively affects the performance of a given network. Depending on the application, we
define a performance function \( P: \mathbb{R}^{n \times n} \times \{0, 1\}^n \rightarrow [0, 1] \), where \( P(W, X) \in [0, 1] \) is the performance of the network, given network \( W \) and state of all the nodes \( X \). If the original network \( G \) is used and all the nodes are healthy, i.e., \( X(t) = \mathbb{1}_n \), then \( P(W, X(t)) = 1 \) meaning the network is running at 100% performance. As nodes are infected and links are removed from \( W \), the performance degrades depending on the application of the network.

More specifically, we will consider a malware threat parameter \( \sigma \in [0, 1] \) that models the strength of malware for a chosen performance metric \( P \). This malware threat parameter is defined based on the impact that it has on the performance of the network with \( \sigma = 0 \) being the weakest and \( \sigma = 1 \) being the strongest, such as DoS malware. The \( \sigma = 0 \) indicates that the malware has absolutely no effect on the actual performance of the network (benign malware such as data stealing). In this work, the malware threat parameter is determined from the database manually but can be determined as inverse to degradation of the network performance. A specific example of a performance metric \( P \) is given later in Section III-B.

C. FIXED-HORIZON STOCHASTIC OPTIMAL CONTROL PROBLEM

Based on the introduced models and notations, we formulate the problem of malware propagation control in the network. Let \( W'(t) \) denote the modified graph where the traffic between some nodes may have been reduced due to different control activities such as removal of links. In other words, as a consequence of the control mechanism, traffic (transmission of malicious applications) is regulated between each pair of active links with \( w'_{ij} \leq w_{ij} \) to reduce the chance of node \( j \) spreading malware to node \( i \) [61], [62]. Thus, the problem can be defined as maximizing the objective function

\[
J = \frac{1}{T} \int_0^T P(W'(t), X(t)) \ (2)
\]

over some time horizon \( T > 0 \). Here \( P(W'(t), X(t)) \) denotes the performance of the network at time-instant \( t \). Note that this objective function explicitly captures the trade-offs between shutting down links to contain the malware at the cost of reducing instantaneous network performance and keeping links active to maintain the network performance at the risk of letting the malware spread.

This problem poses two challenges to address. First, in general, we may not have access to the true infection state \( X(t) \), i.e. malware is often meant to be undetected. This indicates that a mechanism to detect the malware on nodes is required to combat the malware propagation in the network. Second, the stochastic network dynamics already make this a non-trivial problem even if access to the true infection state \( X(t) \) is available. In addition, there are only very few works that have studied the optimal feedback control problems for stochastic networked epidemics [63], [64], [65], [43], [66], [67].

Optimizing equation (2) is non-trivial even if the infection state \( X(t) \) of the network is known at all times. Thus, to solve the problem of malware containment in the network, we partition it into three subproblems: how to best detect the malware on the nodes, confine the malware based on the outputs of inaccurate malware detector and perform malware confinement in large-scale networks.

SUBPROBLEM 1: MALWARE DETECTION AT IOT NODE-LEVEL

As aforementioned, maximizing the objective function \( J \) in equation (2) with access to \( X \) is a complex problem to solve. However, with a better estimate of true infection state of nodes, the performance maximization can be enhanced by deploying a better malware confinement technique in the IoT network. As such, a fast, and reliable malware detector is required to limit the malware spread in the IoT network. From the IoT device perspective, the malware detector needs to be resource efficient, and low cost to ensure that it fits on to the existing resource on the device.

In order to meet the above-mentioned challenges of malware detection at node-level, we adopt the hardware-assisted malware detection proposed in recent work [36]. In this work, the microarchitectural events are collected through the hardware performance counters and fed to a ML classifier (JRIp is chosen in this work based on its superior performance and lower overheads (1 clock-cycle latency and 80x lower area) compared to ML classifiers like neural network) to differentiate benign and malicious applications (shown in left zoom-out of Figure 1). Additional details and evaluations of the adopted malware detection work is presented in Appendix B.

SUBPROBLEM 2: OPTIMAL NETWORK CONNECTIVITY MAINTENANCE

Regardless of the malware detection method used at the node-level, there exists misclassification (false negatives), especially for the emerging unseen malware. Thus, even with highly accurate malware detection, a well-connected IoT network serves as a vulnerability that can allow the malware to spread very quickly across the network before it can even be detected. Lack of information on node infection estimate leads to a random optimization, which is not efficient. This indicates that in addition to the malware detection, a more proactive and pragmatic defense mechanism to maintain the network connectivity is needed rather than a simple ‘detect and quarantine’ strategy, as by the time a device identified to contain malware has been quarantined, malware could have already spread to other devices in the network.

As mentioned, to the best of our knowledge there are no prior works that are able to completely solve the problem presented in equation (2). However, if we ignore the performance aspect of the problem, there is a set of research dedicated to containing epidemics. In particular, we consider the solution proposed in [47], [68] where a rolling horizon model predictive controller is designed for containing the stochastic epidemic process as quickly as possible for a given budget constraint. However, the novelty here is to integrate the malware propagation information with node-level...
information as well as modeling the malware confinement
as rate-constrained problem and deploying rolling horizon
model predictive controller. More specifically, the algorithm
proposed in [68] is capable of solving the following rate-
constrained allocation problem.

**Rate-constrained Allocation:** Let \( g_{ij} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) be
decreasing function that denotes the cost of setting the weight
of an edge. More specifically, \( g_{ij}(w_{ij}^\ast) \) is the cost required
to change the weight of edge \((i,j) \in \mathcal{E}\) from \(w_{ij}^\ast\) to \(w_{ij}^\ast\). Note
that \( g_{ij}(w_{ij}^\ast) = 0 \) for all \((i,j) \in \mathcal{E}\) meaning there is no cost
associated with leaving a weight unchanged. Then, given a
desired decay rate \( r \in (0,1) \), the rate-constrained allocation
problem is to determine the optimal network configuration
to eradicate the disease with a decay rate of at least \( r \). This can
be mathematically formulated as

\[
\begin{align*}
\min_{\{w_{ij}^\ast\}_{(i,j) \in \mathcal{E}}} & \sum_{(i,j) \in \mathcal{E}} g_{ij}(w_{ij}^\ast) \\
\text{s.t.} & \quad \mathbb{E}[\sum_{i=1}^{n} X_i(t + \Delta t)|\{\Pr(X_i(t) = 1)\}_{i \in \mathcal{V}}] \\ & \quad w_{ij}^\ast \leq w_{ij} \quad (i,j) \in \mathcal{E}
\end{align*}
\]

for all \( i \in \{1,\ldots,N\} \). Given the current probability of
infection for each node \( X_i(t) = \Pr(X_i(t)) \) and a desired
decay rate \( r > 0 \), the algorithm proposed in [68] finds the
minimum-cost allocation to realize this geometric decay rate
in expectation i.e. after one time-step, the total number of
infected nodes in the network should have decreased in
expectation, as given in Section III.

We note that although this problem is not equivalent to
optimizing equation (2), it is very closely related through
choosing the rate constraint \( r \). More specifically, \( r \rightarrow 0 \)
means that the algorithm wants to eradicate the malware
as quickly as possible, regardless of how many links it
needs to remove. In the case of optimizing equation (2), this
is not a practical solution as this would mean completely
disconnecting our network to guarantee the infection stops
spreading; unfortunately, this would mean that the primary
function of the network is completely decimated. On the
other hand, \( r \rightarrow 1 \) means that the algorithm is not concerned
as much with ensuring that the malware is eradicated. Consequent-
ally, this decay rate \( r \), which is an input to the rate-
constrained allocation problem, can be used to balance how
much we want to cease the spreading of the malware with
how important it is to maintain connectivity of network.

**SUBPROBLEM 3: SCALABILITY OF MALWARE
EPIDEMIC CONTROL**

Stochastic control based solutions are slow in nature and
often involve computational complexities resulting in large
delays. To apply for large-scale IoT networks, we formulate
this scalability problem similar to translation of one graph to
another graph, where the initial graph is the state of network
before solving stochastic control optimization and the output
(translated) graph is the graph after solving the stochastic
control problem i.e. with new interconnects that limit mal-
ware epidemics and maintain network throughput. Thus, the
problem is formalized as a multi-attribute graph translation
conditioning on two kinds of attributes: the node states and
parameters. We define an input graph \( G_X = (\mathcal{V}, \mathcal{E}, W) \) as an
undirected weighted graph. The infection state of the entire
network is denoted by a vector \( X(t) \in \{0,1\}^n \). The is also an
undirected weighted target graph \( G_Y = (\mathcal{V}', \mathcal{E}', W') \), which
is a result graph after the SIS spreading process. An external
parameter vector is given as \( P = \{\beta, \delta, r\} \) consisted of in-
fection rate, recovery rate and decay rate. Typically, we focus
on learning the translation from one circuit connections \( G_X \)
to another \( G_Y \). Translation focuses on learning a translator
from an input graph \( G_X \), a random noise \( U \) as well as the
two kinds of attributes \( X \) and \( P \) to a target graph \( G_Y \), the
translation mapping is denoted as \( T : U, X, P, G_X \rightarrow G_Y \).

**III. MALWARE EPIDEMIC CONTROL**

To perform the malware epidemic control, we first obtain the
node-level malware information using the adopted HMD
[36]. Further to confine the malware, we employ an epidemic
model predictive controller to which the output from the
node-level malware detector is fed. We first discuss the
epidemic model predictive control optimization followed by
its deployment to solve the problem of malware confinement
in the network.

**A. EPIDEMIC MODEL PREDICTIVE CONTROLLER**

In order to contain the malware, we apply the rolling horizon
controller developed in [47]. Theorem 3.1 shows how the
rate-constrained allocation problem in equation (3) can be
reformulated as the equivalent convex program below.

**Theorem 3.1:** [Convex Bayesian SIS Control [47]] Consider
the convex optimization program

\[
\begin{align*}
\min_{\delta^c, \hat{\gamma}} & \quad \sum_{i \in \mathcal{V}} f_i(\delta_i^c) + \sum_{(i,j) \in \mathcal{E}} \hat{g}_{ij}(\gamma_{ij}) \\
\text{s.t.} & \quad \sum_{i \in \mathcal{O}} \delta_i^c X_i + \psi_i^w X_i + \sum_{i \in \mathcal{O}^c} \delta_i^c \hat{x}_i(t) + \psi_i^w \hat{x}_i(t) \\
& \quad \leq r \sum_{i \in \mathcal{V}} \hat{x}_i(t),
\end{align*}
\]

where we additionally restrict the variables \( \delta_i^c \) and \( \gamma_{ij} \)
to the closed unit interval, and have defined the convex functions

\[
\psi_i^w = \begin{cases} 1 - \hat{x}_i(t) \gamma_{ij}^w & \text{if } j \in \mathcal{O} \\
- \hat{x}_i(t) \gamma_{ij}^w & \text{if } j \in \mathcal{O}^c \end{cases}
\]

where \( w > d_{\max} \), the sets \( X_i = \{i \in \mathcal{V} \cap \mathcal{O} | X_i = 1\} \),
and the shorthand notation \( X_i^c = (1 - X_i) \), \( \hat{x}_i(t) = 1 - \hat{x}_i(t) \),
and \( \delta_i^c = 1 - \delta_i \) for purposes of compacting
notation. Suppose the functions \( f_i \) and \( \hat{g}_{ij} \)
are convex in the variables \( \delta_i^c \) and \( \gamma_{ij} \) respectively, then
equation (3) and equation (4) are equivalent optimization
problems, where the optimal edge weights of equation (3) can
be computed as \( \gamma_{ij}^w = 1 - \gamma_{ij}^c \), where \( \gamma_{ij}^c \) is the solution
to equation (4).
In Theorem 3.1, the set $O \subseteq V$ denotes the set of nodes for which the binary infection data is known, and $O^c = V \setminus O$ is the set of nodes for which no data is available. Unfortunately, in our practical setup, since the malware detection algorithm will not always be perfect, we actually do not have access to the exact infection data $X_i(t)$ for any nodes $i \in V$. Instead, the HMD provides independent estimates $\hat{X}_i(t) = \Pr(X_i(t) = 1)$. This requires determining a way to manipulate Theorem 3.1 to match our requirements and use it to solve the rate-constrained allocation problem equation (3), as discussed below.

Since the true infection state $X_i(t)$ is a binary random variable for each node $i$, we instead maintain an estimate $\hat{X}_i \in [0, 1]$ at all times. More specifically, we let $\hat{X}_i(t)$ be the estimate of infection state $X_i(t)$ about time $t$ available at time $t$.

Taking expectations of the random binary infection variables, the dynamics according to equation (1) are given by

$$\frac{d\mathbb{E}[X_i]}{dt} = -\delta X_i(t) + \beta \sum_{j \in N_i} w_{ij}X_j(t)$$

where the modified network $W'$ is used rather than the original network $W$. In addition, we need to combine this estimate with the updated information provided by the HMD. Using this, we can propagate the estimates forward in time.

Given the current infection estimate $\hat{X}_i(t)$, we propagate this forward according to equation (6), a short time later by

$$\hat{X}_i(t+1|t) = \hat{X}_i(t|t) + \Delta t(-\delta \hat{X}_i(t|t)) + \beta \sum_{j \in N_i} w_{ij}\hat{X}_j(t|t))$$

However, these estimates with outputs of the deployed malware detector (HMD) has to be combined in order to obtain independent estimates $\hat{X}_i(t) = \Pr(X_i(t) = 1)$ each time the malware detection algorithm is executed.

Let $y_i(t) \in [0, 1]$ be the output of the proposed malware detector (HMD) on node $i$ at time $t$. Assuming this output is an independent probability that the node is infected with malware, we update the probability of infection of each node $X_i(t)$ conditioned on the new information available at each sampling time $t \in \{t\} \in \mathbb{E}_{\geq 0}$ as

$$\hat{X}_i(t|t) = 1 - ((1 - \hat{X}_i(t|t-1))(1 - y_i(t)))$$

Thus, given both a way for propagating the estimate $\hat{X}(t|t)$ at time $t$ and a way to incorporate new measurements $y_i(t)$, we have a method for estimating $\hat{X}(t)$ of the infection state of all nodes.

More specifically, revisiting the Theorem 3.1 and rather than seeing $O = \emptyset$ as the set of nodes, we now have the perfect infection information, and we instead use the independent probabilistic estimates of each node’s infection state at each time-step $\{t\} \in \mathbb{E}$. This is done by combining the propagation equations with the outputs of HMD, we can generate artificial observations $\hat{X}_i(t|t) = \Pr(X_i(t) = 1)$ for all nodes $i \in V$, as given in equation (9).

Based on this, by considering the special case of Theorem 3.1 where we now have $O = V$ and $O^c = \emptyset$, and for a fixed recovery rate $\delta > 0$, we simplify it to an equivalent formulation as shown in Theorem 3.2 below.

**Theorem 3.2:** [Equivalent problem as Theorem 3.1] Consider the convex optimization program

$$\text{minimize} \sum_{(i,j) \in E} g_{ij}(w_{ij})$$

$$\text{s.t.} \sum_{i \in O} (1 - \delta) X_i + \psi_i^w (1 - X_i) \leq r \sum_{i \in V} \hat{X}_i(t|t),$$

where, we have defined the convex function

$$\psi_i^w = 1 - \hat{X}_i(t|t) \gamma_{ji}^w x_j(t|t)$$

where $w > d_{max}$ and $X_i = \{i \in V | X_i = 1\}$.

Thus, it is possible to effectively solve the rate-constrained allocation problem with a chosen decay rate.

**B. OVERALL SOLUTION**

Finally, to put the solutions of the 2 subproblems together in a way to solve the optimization problem in equation (2), we need to consider a specific form of the performance function $P$. There exist numerous metrics to evaluate the performance of a network such as throughput, latency, and bandwidth. In this work, to evaluate the network performance in terms of network throughput, as given by [72], [73]

$$P(W(t), X(t)) = \tau = \int_0^T \frac{\log(1 + w)}{h} P_{\text{succ}}(1 - X(t))$$

where $P_{\text{succ}}$ is the probability of successful transmission, modeled as the inverse of the node malware infection probability; $h$ is the number of hops; and $w$ is the weight assigned to the communicating nodes (signal-to-noise ratio (SNR)).

The SNR is given by

$$g_{ij}d_{ij}^{\alpha} \sum_{k \in L(t)} g_{jk}d_{ik}^{\alpha}$$

where $d_{ij}$ represents the distance between nodes $i, j$ with a channel gain $g_{ij}$ in the network $L(t)$ at a given time $t$; The path-loss exponent is given by $\alpha$. As such, the traffic between nodes is determined based on the throughput, connectivity, and the malware infection of the network. The decay rate $r$ is provided to the epidemic controller based on the malware threat parameter $\sigma$ obtained from Virustotal.com [74] as a
way to limit how much the network can be disconnected. As \( r \to 0 \), the solution to Theorem 3.2 provides much more aggressive containment strategies by disconnecting the entire network. On the other hand, as \( r \to 1 \), the solution to Theorem 3.2 allows the malware to spread and not disconnect many links. Based on this, the proposed optimization solution determines the best possible network connectivity in order to maintain as many original connections as possible while satisfying the desired decay rate. The proposed work can also be extended to other network of devices under different resource constraints, though we showcase the benefit for IoT network here.

IV. GRAPH TRANSLATION BASED MALWARE CONFINEMENT

In order to perform the graph translation i.e., predict the graph (network topology) instantaneously, which is similar to the graph predicted by the stochastic optimization solution, we propose to use a graph translation model to handle the malware epidemic confinement problem automatically. However, the existing translation model [48] generates output graphs only conditioning on the input adjacent matrix \( A \) without additional attributes, e.g. the node states as well as the malware parameters (infection, recovery and decay rates), which are critical to the malware epidemic confinement process. Thus, graph translation-based malware confinement has two challenges that cannot be solved by the existing translation model: 1) Node state representation as the input conditions, and 2) Fusion of different contextual information in different dimensions.

To solve the above two challenges, we propose a fusion representation of graphs containing both edge and node information, and further propose a multi-attributed discriminator and generator architecture (MA-DGT) by integrating the impacts of input graphs and external attributes on the translation process. An overview of the proposed MA-DGT architecture is shown in Figure 2. The functionality of individual components is described below.

![Figure 2: Architecture of proposed MA-DGT for network translation](https://example.com/figure2)

A. MULTI-ATTRIBUTED GENERATOR

1) Fusion representation

The edges of undirected weighted graph are initially presented as a symmetry matrix. To avoid redundant computations, we restrict the direction of connection from high indexing nodes to low indexing nodes, thus transforming the symmetry matrix to an upper triangular matrix in directed graph. Specifically, denote the \( W^{l,m}_{i,j} \in \mathbb{R}^{N \times N} \) as the weighted adjacency matrix for \( l \)-th layer in \( m \)-th feature map and \( W^{l,m}_{i,j} \) is for the edge \( e_{i,j} \). Let \( A \) denote the weighted adjacency matrix of the input graph. The state node information is stored in the diagonal values of \( A \). To incorporate the parameters vector \( P \), we do a spatial replication to reshape \( P \in \mathbb{R}^{1 \times 3} \) to \( P \in \mathbb{R}^{N \times N \times K} \). Then the attributed input graph tensor \( W \in \mathbb{R}^{N \times N \times K} \) is generated by concatenating adjacent matrix \( A \) and parameter matrix \( P \). \( \Phi_{l,m} \in \mathbb{R}^{1 \times n} \) and \( \Psi_{l,m} \in \mathbb{R}^{n \times 1} \) are the incoming and outgoing kernels of \( l \)-th layer of \( k \) feature map for a node, respectively.

2) Multi-attributed Graph convolution

We define a graph convolution over its in-edge(s) as the weighted sum over all the weights of its incoming edges:

\[
W_{i,j}^{l+1,m} = \Phi_{l,m,n} \cdot W_{i,j}^{l,m}.
\]

Similarly, we define the graph convolution over the out-edge(s) as \( f_{l,m,n,i} \). And thus, the directed edge-to-edge convolution is defined as follows:

\[
Z_{i,j}^{l+1,n} = \sigma(\sum_{m=1}^{M} M_{l,m,n,i} (f_{l,m,n,i} + f_{l,m,n,i}^{'(out)}))
\]

where \( W_{i,j}^{l+1,m} \) refers to the \( m \)-th value in position \( i,j \) of edge level feature map in the \((l+1)\)-th layer. \( M_{l,m,n,i} \) refers to the number of feature maps in the \( l \)-th layer. The two components of the formula refer to direction filters as talked above. \( \sigma(\cdot) \) refers to activation function that can be set as linear, or ReLu when the edge weights are assumed non-negative. The edge-to-node convolution embeds each edge feature map into a vector which encodes all the incoming and outgoing edges of a node into a value from various combinations:

\[
W_{i}^{4,n} = \sigma(\sum_{m=1}^{M} M_{l,m,n,i} (f_{l,m,n,i} + f_{l,m,n,i}^{'(out)}))
\]

where \( W_{i}^{4,n} \in \mathbb{R}^{n \times 1} \) denotes the \( i \)-th node (i.e. the \( 4 \)-th layer in graph translator) in Figure 2 under \( n \)-th feature map.

After the edge-to-node convolution layer, each node is embedded into a vector \( w_{i} \in \mathbb{R}^{M_{f} \times 1} \) consisting of \( M_{f} \) features and the whole graph is embedded as a matrix \( W \in \mathbb{R}^{M_{f} \times N} \). In this node level representation, we input the node states vector \( X \in \mathbb{R}^{1 \times n} \) to concatenate matrix \( W \) and vector \( X \), generating the matrix \( W \in \mathbb{R}^{(M_{f}+1) \times n} \) as input of the deconvolution part.

3) Multi-attributed Graph Deconvolutions

After graph encoder, it requires to deconvolute the node representation back to target graph. This calls for a reverse process of “edge-to-node convolution” as shown in Figure 2. To achieve this, the node representation \( W_{i}^{l,k} \in \mathbb{R}^{1 \times n} \) in \( l \)-th layer in \( k \)-th feature map will be multiplied by the transpose of incoming and outgoing kernels to obtain weighted adjacency matrix in the \((l+1)\)-th layer:

\[
Z_{i,k}^{l+1,n} = \sum_{k=1}^{M} M_{l,k} \cdot \Phi_{l,k} \cdot Z_{i,k}^{l,n} + \Psi_{l,k}^{'(out)} \cdot Z_{i,k}^{l,n}
\]
with the aid of proposed stochastic control technique and
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input graph tensor and target graph are together inputted
into discriminator after being concatenated into a $n \times n \times 5$
tensor which can be considered as a 5-channel weighted
adjacency matrix of a multi-graph. Next, each of the channels
are mapped to its corresponding feature maps and then to the
separated edge-to-edge layers. The edge-to-node layer
is again applied to obtain node representations, which is
then mapped to graph embedding by a fully connected layer.
Finally, a softmax layer is implemented to distinguish the
generated graphs and target graphs. All the weights of filters
in the network are initialized and optimized through ADAM
optimization algorithm.

B. MULTI-ATTRIBUTED GRAPH DISCRIMINATOR
Discriminator is used to identify whether the generated
graphs follow the same distribution of target graphs, which
encodes a second-order change between input and target
graphs. Different from DGT, we propose a multi-attributed
conditioned discriminator, as shown in Figure 2. The input
of the discriminator is multi-attributed graph tensor $Z \in \mathbb{R}^{n \times n \times 4}$, same as the input of generator. Specifically, the
input graph tensor and target graph are together inputted
into discriminator after being concatenated into a $n \times n \times 5$
tensor which can be considered as a 5-channel weighted
adjacency matrix of a multi-graph. Next, each of the channels
are mapped to its corresponding feature maps and then to the
separated edge-to-edge layers. The edge-to-node layer
is again applied to obtain node representations, which is
then mapped to graph embedding by a fully connected layer.
Finally, a softmax layer is implemented to distinguish the
generated graphs and target graphs. All the weights of filters
in the network are initialized and optimized through ADAM
optimization algorithm.

C. TIME AND MEMORY COMPLEXITY
Due to the similar convolution operations, the multi-
attributed graph generator and discriminator share same time
complexity. For generalization, we assume all the layers
(except input and output) have the same number of feature
maps as $M_0$. $S$ is the length of the fully connected layer. $K$
is the number of parameters. Then, the worst-case (i.e. when
the weighted adjacency matrix is dense) total complexity is $O((0.5n^2M_0(K + 1) + 2n^2M_0^2) + n^2M_0^2 + n^2M_0S)$,
where the first, second, and third terms are for the “edge-to-edge
convolutions”, “edge-to-node convolutions”, and fully
connected layers in conditional graph discriminator with
the indirect input matrix, respectively. Similarly, the total
memory complexity is $O((4nM_0 + 4.5n^2M_0) + 3nM_0 +
(nM_0S + 2S))$ for all the “edge-to-edge convolutions”,
“edge-to-node convolutions”, and fully connected layers in conditional graph discriminator. Compared to the analytical
solutions that needs large search time to determine the (sub-
)optimal solution, the MA-DGT requires training with the
graph topology and predicted information. However, predict-
ing at runtime is the main objective of this work and hence,
we compare the runtime analysis in this work and performing
online learning for MA-DGT is out of scope.

V. EXPERIMENTAL RESULTS
We present the evaluation of the malware epidemic control
with the aid of proposed stochastic control technique and
graph translation.

A. EXPERIMENTAL SETUP
The malware propagation performed in the experiments is
similar to that in [75], [76], [77], [78].

Network and Hardware Setup: A small-scale setup of
20 IoT nodes encompassing temperature sensors connected
with Intel ATLASEDGE board, Beagle Boards (BeagleBone
Blue) having ARM processor, communicating via Bluetooth
protocol are deployed as described in Section II-A in an area
of $5 \times 5$ m² (in our lab). The deployed boards host RISC
architecture with embedded Linux OS running on them.
The devices are statically placed during the experiments.
The epidemic model predictive controller is executed on a
controller built on Intel Haswell core i5 processor.

Software Framework: On each device, i.e. at the node-
level, in order to extract the HPC information, Perf tool is
employed. It exploits perf_event_open function call in the
background to measure multiple events simultaneously. We
perform feature reduction using correlation extraction and
observe a limited number (four) of critical HPCs for malware
detection due to limited resource availability. We employ
JRip ML classifier for malware detection, similar to that in
[34], [36], which achieves an accuracy of 91.08% with 1
clock-cycle latency. This is also explained in Appendix -B.

Applications: We executed 3000 benign and malware appli-
cations for HPC data collection. Benign applications include
MiBench [79] and SPEC2006 [80], Linux system programs,
browsers, text editors, and word processor. For malware
applications, Linux malware is collected from virustotal.com
[74] and classified on virussshare.com [81]. Malware ap-
llications include Linux ELFs, python scripts, perl scripts,
and bash scripts, which are created to perform malicious
activities consisting of four classes of malware including 452
Backdoor, 350 Rootkit, 650 Virus, and 1169 Trojans. The
functionality of the deployed malware applications is:
Backdoor applications try to provide remote access to the remote
user (attacker) and facilitates information leakage; Rootkit
applications provide the attackers with privilege even to modi-
fy the registers and authorized programs; Trojans perform
phishing of information stored in the system, and passwords;
self-duplicating Viruses and self-replicating worms that can
launch DoS attacks are deployed on the IoT nodes.

B. EVALUATION OF MALWARE EPIDEMIC CONTROL
We evaluate the performance of malware epidemic controller
discussed in Section III-B on the network with 20 nodes
deployed in our lab within a $5 \times 5$ m² area. 1000 experiments
are carried out with each experiment lasting for 40 seconds.
Devices in the network are affected by malware randomly
at any point of time, with multiple attacks on each of the
devices to replicate real-world scenario. At the initial time-
instance ($t = 0$), two nodes are deployed with self-propagating
malware. We evaluate the network performance in terms of
overall throughput, averaged over 1000 experiments.
1) Throughput with Time

![Throughput with Time Figure]

Figure 3: Throughput with time (along with upper and lower bounds)

The variation of throughput with time is presented in Figure 3. The lower bound and the upper bounds represent the best-case and worst-case scenarios achieved by employing the proposed malware epidemic model predictive controller is shown here. One can observe that in most of the cases (i.e. average) the proposed method achieves throughput close to the upper bound. By employing, the proposed epidemic model predictive controller, a throughput \( \sim 95\% \) of the upper bound is achieved in most of the experiments. This confirms the effectiveness of the proposed malware confinement and ensures the throughput is not hampered, irrespective of the attack.

2) Throughput under Different Malware Properties

![Throughput under Different Malware Properties Figure]

Figure 4: Network performance (throughput) with the infection rate and recovery rate

Figure 4 presents the overall network performance (throughput) under different malware infection and recovery rates. With the increase in recovery rate, the network throughput increases and is highest at lower infection rate and high recovery rate. However, the infection rate increase hampers the overall throughput, and it has higher impact on the throughput compared to recovery rate. It can be seen that the right-most corner in Figure 4 i.e. high infection and high recovery rate has slightly lower throughput compared to the high recovery and low infection rate. This shows that runtime malware detection and quarantining (recovering) is not the panacea to have secure IoT networks, as infection (propagation) has higher impact than recovery (quarantining). Additional analysis with malware parameters is presented in Appendix A.

3) Network Performance Comparison

![Network Performance Comparison Figures]

Figure 5 presents the network performance (throughput) of the proposed epidemic predictive controller based malware confinement provided with real-time malware infection, state of the nodes in the network, and the performance when other heuristic methods are deployed in the IoT network as a defense for malware propagation. The deployed heuristics are: disconnect the node as soon as the malware is detected (denoted as ‘Imm. Disc.’); disconnect the node after 1 cycle of malware propagation (denoted as ‘After 1 Cyc.’); no defense in the network (‘ND’); greedy algorithms based on the malware infection probability (‘Greedy 1’ i.e., disconnect...
the node if malware is detected by HMD with a probability higher than a threshold (0.75); and based on the degree of infected node (‘Greedy 2’) i.e., disconnect infected node with highest neighbors. Figure 5(a) shows the throughput w.r.t. time executed for 12 hours. As seen the proposed technique leads to a better convergence compared to other techniques. It needs to be noted that the Figure 5 looks like plain bars, however, it is not the case and has significant overlaps with some other techniques. Figure 5(b) shows a zoom-in snapshot of the throughput. One can observe that with the proposed technique, the throughput remains close to the maximum bound. The immediate disconnect and disconnecting the node after one cycle achieve the next best throughput, respectively. Similarly, the greedy 1 and no disconnect performs worse, as the malware propagates through the network. The greedy 2 i.e connecting the infected node with highest neighbors performs better than Greedy 1 indicating that infection spreads much faster than quarantining the malware and malware propagation has more impact on the overall network throughput. The network throughput obtained for the experiments deployed with various schemes is listed in Table 1 with first row describing the scheme for malware confinement, and the second row providing the overall network throughput ($Thr$ in Mbps). Nearly 200% throughput is achieved compared to network without having any defense for malware propagation defense. Similarly, up to 160% is achieved with proposed malware epidemic control provided with real-time infection data. Additionally, the number of infected nodes with a probability more than 70% are averaged for all the conducted experiments and presented third row ($\#Inf.%$) of Table 1. It can be seen that the number of infected nodes with proposed control mechanism is nearly 50% less compared to the immediate disconnect, which has the second best throughput compared to the proposed method.

Table 1: Network throughput and infected nodes (average) under different malware confinement schemes

<table>
<thead>
<tr>
<th>Technique</th>
<th>Proposed</th>
<th>Imm. disc.</th>
<th>After 1 cycle</th>
<th>No disc.</th>
<th>Greedy 1</th>
<th>Greedy 2</th>
</tr>
</thead>
<tbody>
<tr>
<td># Inf.</td>
<td>1.27</td>
<td>2.48</td>
<td>3.32</td>
<td>14.79</td>
<td>2.71</td>
<td></td>
</tr>
</tbody>
</table>

To evaluate the performance of the MA-DGT, we compare the generated graphs to the label graphs (output of stochastic controller) based on five graph property metrics. First, the Accuracy is utilized to evaluate the ratio of edges that are correctly predicted by computing the percentage of correctly generated edges among all the possible edges. To measure the edge weights which are continuous values, RMSE (root mean square error), $R^2$ (coefficient of determination score), Pearson and Spearman correlation are computed between weights of generated and real target graphs. To validate the superiority of the MA-DGT over other existing graph generation methods in deep learning domain, we conduct additional two comparison experiments on two models: 1) Graph-VAE [82]: a probability-based graph generation method for small graphs and 2) GraphRNN [83]: a recent graph generation method based on sequential generation with LSTM model. The average evaluation results of the whole testing samples are shown in Table 2

Table 2: Evaluation of proposed MA-DGT for malware epidemics for two network sizes

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>Pearson</th>
<th>Spearman</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>GraphRNN</td>
<td>70.54%</td>
<td>44.15</td>
<td>0.44</td>
<td>0.29</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>GraphVAE</td>
<td>60.60%</td>
<td>49.09</td>
<td>0.73</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>I</td>
<td>MA-DGT</td>
<td>90.33%</td>
<td>21.51</td>
<td>0.13</td>
<td>0.81</td>
<td>0.06</td>
</tr>
<tr>
<td>II</td>
<td>GraphRNN</td>
<td>83.97%</td>
<td>42.13</td>
<td>0.16</td>
<td>0.23</td>
<td>0.19</td>
</tr>
<tr>
<td>I</td>
<td>GraphVAE</td>
<td>81.19%</td>
<td>45.92</td>
<td>0.39</td>
<td>0.32</td>
<td>0.35</td>
</tr>
<tr>
<td>II</td>
<td>MA-DGT</td>
<td>94.53%</td>
<td>23.45</td>
<td>0.63</td>
<td>0.80</td>
<td>0.79</td>
</tr>
</tbody>
</table>

As shown in Table 2, the MA-DGT outperforms the other two methods in almost all the metrics. Specifically, in terms of edge accuracy, the graph generation methods (GraphRNN and GraphVAE) cannot handle the graph translation and got low accuracy of around 60% at dataset II, and 80% at dataset I, while MA-DGT achieves better results with accuracy of 90%. The MA-DGT outperforms the other two methods with an average 76.8% superiority in RMSE, 60.1% in Pearson correlation and 73.2% in Spearman correlation.

To further validate the effectiveness of the MA-DGT, we show two cases for analysis in Figure 6. These two cases have different parameters. Each line is a translation case consisting of input graph, label or target graph and the generated graph. The input graph has many connections and the after de-infected process, some connections are deleted as shown in label graphs. In this malware problem, the performance of translation can be directly viewed from the topology comparison between labeled graphs and the generated graphs. In Figure 6, each of the circles represent a node and the number in the circle refers to node index. The edges 2-11, 2-13 and 7-14 are deleted in the labeled graph and this also happens in the generated graph, while for both label and generated graphs, the 6-15, 9-3, 10-3 edges remain in the translation process. This validates that the translation process learns the way of how to de-infected the malware circuits depending on different parameters and nodes states.

Lastly, we evaluate the time and memory cost of the proposed MA-DGT to determine the scalability of the tech-
It needs to be noted that we compare the inference time of MA-DGT with the stochastic control technique. Also, we compare the resource consumption with that of the proposed stochastic control technique (Section III). The time and memory consumption are depicted in Figure 7. As the training of MA-DGT is performed offline, it can be ignored in the given work based on the objective, however, it has to be noted that the training of MA-DGT is inherently expensive. Given the objective of this work, improving learning convergence is out of scope of this work. It needs to be noted that the stochastic technique does not require training. Figure 7 presents the comparison of MA-DGT based technique and stochastic optimization solution (represented as ED - Epidemic controller) in terms of time and memory consumption. One can observe that the time consumption and memory requirements for MA-DGT based malware epidemic control is smaller compared to the stochastic technique. However, for smaller networks (such as 20 nodes), the stochastic optimization (EC) solutions outperform the MA-DGT, due to the involved complexity in MA-DGT. Furthermore, one can note that the memory requirements for MA-DGT are nearly constant (irrespective of network size), whereas the memory requirement grows exponentially for the stochastic technique. This proves the ability to perform the malware epidemic control for large scale networks using the proposed MA-DGT effectively with training data obtained from the stochastic controller.

Figure 6: Two cases for malware state translation.

Figure 7: Scalability of MA-DGT in time and memory cost and comparison with stochastic technique (Testing phase)

VI. RELATED WORK

We differentiate the proposed work from state-of-the-art both in terms of malware confinement and graph translation.

A. MALWARE CONFINEMENT IN IOT NETWORK: COMPARISON WITH THE STATE-OF-THE-ART

Controlling epidemics or infection spreading is one of the widely researched areas. A recent survey on controlling epidemics on networks [43] highlights the currently noticeable gap in the literature needed to solve the problems we propose. Specifically, the overwhelming majority of works that study the theoretical containment or eradication of a disease or malware only consider deterministic approximations of the actual stochastic dynamics, and also only consider one-time optimal resource allocation problems rather than real-time feedback control strategies.

These relaxations to the problem arise from the inherent complexity in networked epidemic systems: the stochastic dynamics which describe the fundamental aspects of the process entangle the components of the system’s state, making their analysis difficult. This issue is typically addressed by using a mean-field type approximation (see, e.g., [84]), in which the random variables studied in the process are assumed to be uncorrelated with each other across time. This, in effect, assumes that the problems introduced by entanglement have only a weak effect on the evolution of the system, and as such, the resulting approximated probabilities are representations of the statistics of the process itself.

The work in [44] presents a framework in which the spreading infection (Worm) intends to kill the infected node in order to refrain from getting killed and detected by the defender. Despite effective, this work differs in terms of considering both node-level and network-level attributes to control the epidemic. Further, the assumption that malware need to kill an infected node to minimize the spread is not required in this work.

For sufficiently simple epidemic processes (see, e.g., [85]) the mean-field approach yields dynamics which provides an upper-bound for the expectation of the stochastic process. However, in general, this is not the case. Indeed, even for simple models with multiple compartments, simulations have shown standard mean-field approximations to be unreliable proxies for the statistics of the underlying stochastic process (see, e.g., [86]). Ultimately, most works that consider containing or eradicating any type of spreading process on a network finish with an analysis of the deterministic mean-field approximation dynamics, and it remains unclear exactly how this analysis connects to the original stochastic dynamics. Unfortunately, we do not have this luxury as the actual stochastic dynamics are what will ultimately drive the spreading of the infection, meaning we must consider the exact stochastic dynamics rather than an approximation. Instead, in this work we develop a tractable real-time stochastic controller that can operate on the exact stochastic dynamics. For IoT networks, techniques such as HoneyPot [87], deception [88] are proposed. These techniques are effective in detecting the malware or security breaches in the network by luring the attackers to probe the decoys. However, they lack a sophisticated mechanism to defend against attacks [89].
B. GRAPH TRANSLATION: COMPARISON WITH THE STATE-OF-THE-ART

In recent years, there are emerging research works on neural networks for graph learning, which has a wide range of applications, e.g., security, computer networks, bio-information and social network connectivity determination [90], [48], [91], [92], [93], [94], [95]. As one category of graph learning domain, graph generation has attracted a great attention, which is highly tailored to only address the graph generation in specific type of applications such as molecule generation. Generic graph generation can handle general graphs that are not restricted to specific applications. Existing works all proposed in the most recent year, which are based on VAE [82], [96], generative adversarial nets (GAN) [97] and others [98], [83]. Specifically, A graph net proposed by [98] generates nodes and edges sequentially to form a whole graph, which is sensitive to the generation order and time-consuming for the large graphs. Works in [82] and [96] are all new variational autoencoders in parallel for whole graph generation, though not restricted to specific applications. Existing works are all new variational sensitive to the generation order and time-consuming for the large graphs. Different from the above methods, GraphRNN represents graphs as sequences using different node ordering, and then builds an autoregressive generative model on these sequences with LSTM model.

A new graph learning problem “graph translation” is initially proposed in [48]. In real-world applications, rare events such as catastrophic events and cyber-attacks only occurred in few locations (can be treated as different local networks), but all the other locations without historical rare event occurrence also need the capability of early detection and reaction. Therefore, it is highly desirable to learn the shared pattern of rare events in those locations with historical rare events, and then proactively synthesize the event occurrence situations exclusive to all the other locations. Graph translation problem aims to learn and transfer the shared complex patterns across different networks with different structures and sizes. However, in the GT-GAN (Graph Translation Generative Adversarial Network) proposed by [48], the translation process only depends on the topology of the input graph and does not consider the node attributes of the input graphs. Whereas, in our problem, the translation process depends not only on the graph topology, but also depends on the node attributes and controlling parameters (e.g., inference rate, reconstruction rate and decay rate). To deal with this problem, we propose the MA-DGT (Multi-Attributed Deep Graph Translation), which is a novel deep graph translation structure considering the node attribute and translation parameters.

VII. CONCLUSION

A single compromised node in an IoT network can infect other nodes in the network, as a consequence of malware spread. The existing works on malware confinement are either too theoretical or does not have any malware detection strategy nor considers true infection state of the nodes. In contrast, in this work we propose a novel practical solution for securing IoT networks against malware epidemics. To this aim, a lightweight runtime malware detector is deployed on IoT nodes for detecting malware with high accuracy. Unfortunately, since the malware detection algorithms are not perfect, their outputs cannot be immediately used in theoretical optimal control problems. Instead, we use the outputs of malware detector to generate probabilistic outputs about the infection state rather than binary deterministic ones that can be used (with small modifications) in a rolling horizon optimal control algorithm. The epidemic model predictive controller considers the network connectivity, estimated infection state of the nodes, performance requirements of the network and performs a stochastic optimization to minimize the infection spread in the network while limiting the losses to the network performance. The deployed malware detector achieves a malware detection accuracy of ~92% on average. The proposed malware epidemic control method achieves a throughput of up to 160% compared to heuristic based approaches. Furthermore, for the purpose of scalability, a Multi-attributed graph translation technique is proposed.
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A. APPENDIX

MOTIVATIONAL CASE STUDIES

We perform case study to evaluate the need for malware confinement at the network-level and deploying multi-attributed deep graph translation to highlight the security risk in IoT networks.

A. IMPACT OF MALWARE CONFINEMENT ON THROUGHPUT IN IOT NETWORK

We investigate the impact of malware propagation on the network performance if no malware confinement strategy is deployed. To evaluate the impact of malware propagation on network performance (throughput), we consider a small-scale IoT network of 20 nodes with no restriction on malware propagation enforced. The throughput of each node is set to be 1 Mbps. We assume the malware infection model for IoT devices as Susceptible-Infected-Susceptible (SIS). More details on infection model are presented in Section II-B.

![Figure 8: Throughput with time for the IoT network of 20 nodes, but without any malware confinement strategy](image)

In a SIS model, an IoT node is susceptible to infection (malware attack), and can be recovered from infection after certain time i.e. malware can be quarantined and the node is again susceptible for future infections. The impact of malware propagation on the network throughput is depicted in Figure 8. As seen, if no defense mechanism for malware containment is deployed, all the nodes in the network eventually gets infected, reducing the network throughput (to zero at some time instants). It needs to be noted that the observed increase in throughput is due to the considered SIS model i.e. a node recovers from infection after quarantining. This shows that an effective malware epidemic control has to be deployed to maintain the network performance. For this case study, the infection rate is 0.3 with a recovery rate of 0.1. These parameters are chosen based on the observed infection and recovery rates for the employed virus samples. However, it is observed that the trend of network throughput is same for all the different experimented malware. More details on experimental setup are in Section V-A.

B. NEEDS OF CONVOLUTION OPERATIONS ON DYNAMIC AND ARBITRARY GRAPH STRUCTURES

Existing deep learning models for the translation of data [42] (e.g. image data, audio and text) assumes the data structure is fixed before and after the translation. For instance, in case of the image translation, only the intensity of pixels vary, whereas the pixel properties such as the number of neighboring pixels are retained, as shown in Figure 9(a). However, in the problem of malware propagation in IoT networks, there are substantial differences: 1) the graph topology and connectivity are highly flexible, as shown in Figure 9(b). And hence, the deep learning models designed based on convolution operations on grids (such as images) are not directly applicable to IoT network problem. 2) Further, in graph translation problem, both the nodes’ statuses and the connectivity structure among the nodes change, as shown in Figure 9(b), while in image translation, the node connectivity structure is always fixed, as shown in Figure 9(a). Hence, new methodologies are imperative for graph translation that predicts both node status as well as node connectivity is needed.

![Figure 9: Translation on graph-structured data requires different convolution operations. (a) In image translation, the connectivity among nodes is always grid-structure and will not change. (b) In multi-attributed graph translation problem, the connectivity among nodes can be any generic graph and can change before and after the translation.](image)

HARDWARE-ASSISTED RUNTIME MALWARE DETECTION

To perform effective node-level malware detection in IoT network, we adopt a lightweight, hardware-assisted malware detection technique (HMD) recently proposed in [34], [36]. We briefly describe the adopted technique below.

C. OVERVIEW OF HARDWARE-ASSISTED MALWARE DETECTION

The general overview of deployed malware detector (HMD), depicted in Figure 10, adopted from [34], [36]. It comprises of feature selection, and runtime malware detection stages. Feature selection is performed offline, and malware detection is performed online.

1) Feature Selection

For runtime malware detection, we employ HPC traces in this work. To alleviate hardware overhead and facilitate runtime malware detection irrelevant data (unnecessary HPC features) is identified and removed using a feature reduction algorithm and as such only a subset of HPCs that represent the most critical features required for malware detection are
selected. This feature selection process is performed offline to determine the most critical microarchitectural events to be captured by the limited available HPCs.

We collected 44 possible diverse microarchitectural events using the available HPCs for the employed IoT devices by repeating the experiments multiple times. As the maximum number of HPCs that can be collected in one iteration is limited to number of available on-chip HPCs (4 in the employed hardware), we ran experiments multiple iterations to obtain all the 44 HPCs. Further, we apply a feature reduction technique to determine the critical HPC events. For feature reduction, we apply “Correlation Attribute Evaluation” to rank the most critical HPC events. Correlation evaluation algorithm calculates the Pearson correlation coefficient between each attribute and class, as given below.

\[
\rho(i) = \frac{\text{cov}(Z_i, C)}{\sqrt{\text{var}(Z_i) \cdot \text{var}(C)}} \quad i = 1, \ldots, 44
\] 

where \(\rho\) is the Pearson correlation coefficient. \(Z_i\) is the input dataset of event \(i\) \((i = 1, \ldots, 44)\). \(C\) is the output dataset containing labels, i.e. “Malware” or “Benign” in our case. The \(\text{cov}(Z_i, C)\) measures the covariance between input data and output data. The \(\text{var}(Z_i)\) and \(\text{var}(C)\) measure variance of both input and output datasets, respectively. Based on the ranking of \(\rho\), top 8 features are selected for analysis, given in Table 3. The features are ranked based on their importance and relevance to the target variable through the feature scoring process. The reduced set of prominent features include HPCs representing pipeline front-end, pipeline back-end, cache subsystem, and main memory behaviors which are influential in the performance of standard applications.

Table 3: Microarchitectural (HPC) events of high priority for runtime malware detection

<table>
<thead>
<tr>
<th>Rank</th>
<th>Event name</th>
<th>Rank</th>
<th>Event name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Branch Instructions</td>
<td>5</td>
<td>dTLB_store_misses</td>
</tr>
<tr>
<td>2</td>
<td>Branch Loads</td>
<td>6</td>
<td>LLC_prefetch_misses</td>
</tr>
<tr>
<td>3</td>
<td>tTLB_load_misses</td>
<td>7</td>
<td>L1_dache_stores</td>
</tr>
<tr>
<td>4</td>
<td>dTLB_load_misses</td>
<td>8</td>
<td>cache_misses</td>
</tr>
</tbody>
</table>

Depending on the available number of HPCs, these selected features or events are monitored online on the IoT devices and are provided to the deployed ML classifier to classify and detect malware from benign applications, as described below.

2) Malware Detection by ML Classifiers

Once the key features are selected, they are used to train the ML classifiers in the HMD. For evaluation, we experimented with various ML classifiers and compare them in terms of malware detection accuracy, hardware overhead, power consumption, and the time required to detect malware (latency). The running application is profiled every 1ms i.e. non-trivial HPCs are collected continuously at 1ms interval and fed to the ML classifier. A k-fold (k=10) validation is employed in this work for evaluating and comparing the malware detection accuracy of different classifiers. The ML classifiers are trained with the non-trivial HPCs and is performed offline.

For the inference and runtime malware detection, the critical HPCs listed in Table 3 are captured during application execution and provided as input to the ML classifiers. Based on the derived model in the training phase, the ML classifiers provide information regarding the existence of malware. As the malware detection is performed on individual nodes, it is independent of the network topology. The deployed epidemic controller for malware confinement requires an estimate of infection rather than deterministic infection state of the node, the HMD’s output will be fed to the epidemic controller.

Based on these experimental evaluations (presented in -D), HMD employing JRip ML classifier that has relatively smaller area (80× lower than neural network (MLP)), lower latency (1 clock-cycle) for malware detection is deployed on the IoT devices in this work. We would like to emphasize that HMD is not a contribution of this work nor the proposed malware confinement is limited by HMD. As the devices we experimented in this work host HPCs, we adopted this methodology. However, depending on the configuration of IoT devices, one can adopt other techniques such as [99]. The critical part is to employ a node-level malware detector whose information (malware estimates) can be fed to the proposed malware confinement solution.

D. EVALUATION OF ADOPTED MALWARE DETECTION

We evaluate the deployed HMD with different ML classifiers in terms of malware detection accuracy, resource consumption, and processing overheads to verify the suitability for runtime malware detection on IoT devices. A 10-fold cross-validation is used to verify the performance of malware detection with reduced features. For the detection accuracy, we calculate the percentage value of samples that are correctly classified. The experimental setup is same as that described in the earlier section.

Table 4 presents the 10-fold validation of the HMD’s performance and the silicon overhead incurred by the malware detector that employs 4 HPCs. As the software implementation of ML classifiers for malware detection is slow, in the range of tens of milliseconds which is an order of magnitude higher than the latency needed to capture malware at runtime [34], hardware implementation is performed in this work. The deployed HMD’s hardware footprint is evaluated on a FPGA for a fair comparison, as the experimented het-
Table 4: Evaluation of different ML classifiers when deployed in HMD using 4 HPCs

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy (%)</th>
<th>Area (%)</th>
<th>Power (mW)</th>
<th>Latency (@10ns)</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>93.03</td>
<td>41.5</td>
<td>0.78</td>
<td>93</td>
<td>0.93</td>
</tr>
<tr>
<td>JRip</td>
<td>91.08</td>
<td>0.2</td>
<td>0.28</td>
<td>1</td>
<td>0.92</td>
</tr>
<tr>
<td>Logistic Reg.</td>
<td>92.21</td>
<td>19.9</td>
<td>0.55</td>
<td>58</td>
<td>0.92</td>
</tr>
<tr>
<td>SVM</td>
<td>81.55</td>
<td>4.1</td>
<td>0.42</td>
<td>13</td>
<td>0.82</td>
</tr>
<tr>
<td>J48</td>
<td>92.62</td>
<td>0.9</td>
<td>0.26</td>
<td>3</td>
<td>0.93</td>
</tr>
<tr>
<td>SGD</td>
<td>92.21</td>
<td>4.1</td>
<td>0.39</td>
<td>13</td>
<td>0.92</td>
</tr>
</tbody>
</table>

E. MALWARE DETECTION AT NODE-LEVEL: COMPARISON WITH THE STATE-OF-THE-ART

Detection of malware with software based approaches (including off-the-shelf anti-virus) technique have set back of are large runtime, inefficient detection based on signature, and complexity which makes it an unattractive solution for IoT networks [100], [101], [102]. In response, hardware-based malware detection is proposed, which will be reviewed here. The work in [35] was the first study that proposed to utilize the HPC data for malware detection and demonstrated the effectiveness of offline machine learning algorithms in malware classification. They showed high detection accuracy results for Android malware by applying complex ML algorithms, namely Artificial Neural Network (ANN) and K-Nearest Neighbor (KNN). This work lacks runtime malware detection, and mostly applicable for larger systems due to the resource consumption of the employed classifier and the number of HPCs used.

The researchers in [103] and [104] discussed the feasibility of employing unsupervised learning method on low-level features to detect Return-oriented programming (ROP) and buffer overflow attacks by finding an anomaly in the hardware performance counters’ information. Although unsupervised algorithms are more effective in detecting new malware and attacker evolution, they are complex in nature demanding more sophisticated analysis, computational overheads. In a different study [28], Ozsoy and et al., used sub-semantic features to detect the malware. Additionally, they suggested changes in microprocessor pipeline to detect malware in truly real-time nature. The discussed computational and processing overheads are too high to be adopted for IoT devices. Additionally, changing microprocessor pipeline for IoT devices is not a cost-effective solution. In contrast, adopted HMD does not require any change in processor pipeline and lightweight in nature. The work in [105] collected hardware performance counters to construct support vector machine (SVM) detectors to identify malicious programs in real-time. The SVMs are heavy-weight classifiers and incurs heavy computational overheads, making them not a good option to be deployed on IoT devices. In contrast, we employ a simple ML classifier with less number of HPCs for malware detection.

The work in [49] uses logistic regression to classify malware into multiple classes and trained a specialized classifier for detecting malware class. They further used specialized ensemble learning to improve the accuracy of logistic regression. Despite good accuracy, the computational overheads posed are high, and employs large number of HPCs for classification. One of the recent works [106] uses “sample-locally-analyze-remotely” technique, where the HPCs are collected locally, but analyzed on a server. Compressed sensing is utilized to minimize the communication bandwidth. This technique though mitigates the on-chip processing overheads, the communication costs are still high for IoT devices and is not effective for IoT networks, as the malware propagation in network is faster than the time to communicate with the sever. In contrast to the existing works, the deployed malware detector in this work employs one single lightweight ML classifier (‘JRip’), employing limited number of HPCs, with low computational overheads, and suitable for runtime malware detection. Most importantly, the utilized malware detector [34] is devised in order to suit the needs of IoT devices.

A. MALWARE PROPAGATION EVALUATION

Throughput with Malware Propagation

Figure 4 presents the overall network performance (throughput) under different malware infection and recovery rates. With the increase in recovery rate, the network throughput increases and is highest at lower infection rate and high recovery rate. However, the infection rate increase hampers the overall throughput, and it has higher impact on the throughput compared to recovery rate. It can be seen that
the right-most corner in Figure 4 i.e. high infection and high recovery rate has slightly lower throughput compared to the high recovery and low infection rate. This shows that runtime malware detection and quarantining (recovering) is not the panacea to have secure IoT networks, as infection (propagation) has higher impact than recovery (quarantining).

*Throughput with Malware Threat Level*

![Figure 11: Overall network throughput when nodes are deployed with malware of different threat levels and has different infection rates](image)

We evaluate the throughput of the network when proposed solution is employed under different malware threat levels ($\sigma$). Figure 11 shows the impact of network throughput with the infection rate for malware threat levels ($\sigma$) at a constant recovery rate of 0.5. Increase in the infection rate leads to a reduced throughput, irrespective of malware threat level. With the proposed solution, in the presence of malware with smaller threat level, the network lets the disease to propagate to a certain extent, as long as the decay rate $r$ is satisfied, leading to a lower throughput compared to the case with high malware threat level. In case of malware with higher threat level, the proposed solution shuts the links or reduces the traffic aggressively to control the epidemics and reduce the impact of malware, leading to a higher average throughput. This can be observed from the circles in the box-plot (Figure 11), where each circle represents the throughput achieved in different experiments. Also, in case of higher infection rate, one can see that more experiments lead to throughput higher than (and closer to) the average indicating that the proposed solution maintains the network throughput.

Similarly, we also evaluate the network throughput under different recovery rates and malware threat levels at a constant infection rate of 0.5. Figure 12 shows the impact of network throughput under different recovery rates for malware threat levels ($\sigma$). It has been observed that for malware with low threat levels, the average throughput remains constant. However, the maximum throughput achieved increases due to higher recovery rate. However, for malware having higher threat levels, the malware confinement equipped with faster recovery lead to an increased average throughput obtained across the experiments conducted.

![Figure 12: Network throughput when nodes are deployed with malware of different threat levels and has different recovery rates](image)