
A Q-Learning Based Self-Adaptive
I/O Communication for 2.5D Integrated
Many-Core Microprocessor and Memory

Sai Manoj P. D., Student Member, IEEE, Hao Yu, Senior Member, IEEE,

Hantao Huang, Student Member, IEEE, and Dongjun Xu, Student Member, IEEE

Abstract—A self-adaptive output-voltage swing adjustment is introduced in the design of energy-efficient I/O communication for 2.5D

integrated many-core microprocessor and memory. Instead of transmitting signal with large voltage swing, a Q-learning based I/O

management is deployed to adaptively adjust the I/O output-voltage swing under constraints of both communication power and bit error

rate (BER). Simulation results show that the proposed adaptive 2.5D I/Os (in 65 nm CMOS) can achieve an average of 12.5 mW I/O

power, 4 GHz bandwidth and 3.125 pJ/bit energy efficiency for one channel under 10�6 BER. With the use of conventional Q-learning

and further accelerated Q-learning, we can achieve 12.95 and 18.89 percent power reduction and 14 and 15.11 percent energy

efficiency improvement when compared to the use of uniform output-voltage swing based I/O communication.

Index Terms—Through-silicon interposer (TSI), 2.5D integration, many-core microprocessor, voltage-swing tuning, Q-learning, low power I/

O, memory-logic integration
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1 INTRODUCTION

AS the number of I/Os grow dramatically when inte-
grating multi-core microprocessor and main memory

for data oriented computing, there is an emerging need to
develop high data-rate and low power I/O communication
circuits [1], [2]. Previous 2D wire-line communication by
PCB trace of backplane [3], [4], [5] has a large latency and
poor signal-to-noise ratio (SNR) in channels. Though 3D
integration by stacking layers of dies vertically using
through-silicon via (TSV) I/O [6], [7], [8], [9], [10], [11], [12]
can provide a scalable memory-logic integration, it has high
thermal density with poor heat dissipation and hence can
result in serious reliability concern [13], [14], [15]. Recent
2.5D integration by through-silicon interposer (TSI) on com-
mon substrate can provide better thermal dissipation [16],
[17]. With the design of TSI-based transmission line (T-line),
one can further achieve high data-rate and low power [18],
[19] 2.5D I/O communication without area overhead, since
the TSI T-line is fabricated underneath the common sub-
strate. As such, the TSI T-line based 2.5D I/Os have become
the recent interest towards energy-efficient integration of
multi-core microprocessor and main memory.

However, previous I/O circuit designs assume a con-
stant and large output-voltage swing [20], [21], [22], [23].
For 2D wire-line communication, a large output-voltage
swing is required to compensate the channel loss and noise

of PCB trace. But, a large output-voltage swing with high
data-rate can result in large power consumption in commu-
nication. In [23], a single-ended low-swing voltage trans-
mission scheme has been proposed with self-resetting logic
repeaters (SRLRs) embedded inside the routers. Due to the
use of single-ended signalling, the communication is prone
to the noise. Meanwhile, the bit error rate (BER) require-
ment of I/Os is not necessary to be low at all times, since it
depends on the workload specification. Therefore, the con-
stant and large output-voltage swing of I/Os may be over
designed with low utilization. As such, in order to have an
energy-efficient I/O communication, one needs to develop
an I/O management with a dynamic output-voltage swing
scaling to adaptively adjust the output-voltage swing level
under the dynamic BER constraint [24], [25].

On-line machine learning based power management has
been recently practiced [26], [27], [28], [29], [30], [31]. For
example, Q-learning [32], [33] can be utilized to find an opti-
mal action-selection policy from set of states. However, the
conventional Q-learning is limited by the learning rate with
slow convergence [34]. In [35], a large range of learning rates
are dynamically applied to improve the convergence rate,
butwith the increase in complexity. A reinforcementQ-learn-
ing approach can improve the policy decision by using the
prior knowledge of the system with a Markov decision pro-
cess (MDP) [27]. In [27], reinforcement Q-learning with accel-
erated convergence is applied to a multimedia system to
achieve a trade-off between distortion rate and complexity.

In this paper, one conventionalQ-learning based I/Oman-
agement is applied to adjust the level of output-voltage swing
at transmitter of 2.5D TSI I/Os such that one can achieve a
reduced power under specified BER requirement. To over-
come the slow convergence issue in conventional Q-learning
algorithm, an online reinforcement Q-learning [27], termed

� The authors are with the School of Electrical and Electronic Engineering,
Nanyang Technological University (NTU), Singapore.
E-mail: haoyu@ntu.edu.sg.

Manuscript received 21 Sept. 2014; revised 23 Apr. 2015; accepted 13 May
2015. Date of publication 31 May 2015; date of current version 17 Mar. 2016.
Recommended for acceptance by K. Chakrabarty.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TC.2015.2439255

IEEE TRANSACTIONS ON COMPUTERS, VOL. 65, NO. 4, APRIL 2016 1185

0018-9340� 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



as accelerated Q-learning based management approach is
further developed in this paper to adaptively adjust the out-
put-voltage swing levels of 2.5D TSI I/Os. Based on the his-
torical data, the voltage-swing adjustment is formulated as a
MDP problem solved by model-free reinforcement learning
under the constraints of both power budget and BER. To
accelerate the adjustment convergence, a prediction of BER
and power as virtual experience is applied to the reinforce-
ment Q-learning algorithm. One corresponding 2.5D TSI I/O
is designed in 65 nm CMOS process for multi-level output-
voltage swing with balanced power and BER. The proposed
algorithm is carried out in Matlab with system power
obtained from Cadence simulator. Simulation results
show that the adaptive 2.5D TSI I/O circuit can achieve
12.5 mW I/O power, 4 GHz bandwidth and 3.125 pJ/bit
energy efficiency for one channel under 10�6 BER. By using
conventional Q-learning and further accelerated Q-learning,
we can further achieve 12.95 and 18.89 percent communica-
tion power reduction and 14 and 15.11 percent energy effi-
ciency improvement compared to the traditional I/O
communicationwith constant output-voltage swing.

The remainder of this paper is organized as follows. First,
we describe the memory-logic integration architecture by
2.5D integration with an adaptive I/O management and the
according problem formulation in Section 2. In Section 3,
the adaptive I/O management by the conventional Q-learn-
ing and the accelerated Q-learning are presented. Section 4
presents the circuit blocks of 2.5D TSI I/Os including:
receiver/transmitter, error-correcting code and adaptive
tuning. The experimental results are shown in Section 5
with conclusion in Section 6.

2 2.5D TSI I/O COMMUNICATION

In this section, we present memory-logic integration archi-
tecture by 2.5D TSI I/Os. Furthermore, the problem of self-
adaptive voltage-swing adjustment for low-power I/O

communication is formulated. The set of notations used in
this paper are defined in Table 1.

2.1 Memory-Logic Integration by 2.5D TSI I/O

Aprinted circuit board (PCB) [3], [4], [5] containing sockets is
the traditional 2D interconnection method between process-
ors and memories, as shown in Fig. 1a(i). It requires a long
trace (�25 cm) with non-ideal vias, suffering from channel
loss and noise. In order to compensate this channel loss with
high data-rate, current-starved circuits and equalizers need
to be employed [3]. The 2.5D TSI T-line [16] does not need a
long trace to interconnect processors and memories. What is
more, since TSIs are deployed underneath the common sub-
strate, as shown in Fig. 1a(ii), the area overhead is also miti-
gated. Unlike traditional backplane based interconnects, 2.5D
TSIs are much shorter with a fewmm in length and less rout-
ing overhead. A comparison of channel loss between 2D PCB
trace and 2.5D TSI based T-lines is presented in Fig. 1b. One
can observe from Fig. 1b(i), at 5 GHz clock frequency, the
PCB backplane with long trace has nearly 24 dB channel loss;
whereas at same frequency and to perform similar intercon-
nection, for 2.5D TSI with 10 mmwidth, 3 mm length has less
than 1 dB loss. Therefore, the 2.5D TSI T-line based integra-
tion is selected for the memory-logic integration. In addition,
the 2.5D TSI based integration shows much better thermal
dissipation capability compared to 3D integration [17].

Fig. 2a shows the system architecture for the memory-
logic integration by the 2.5D TSI I/O. Each of the core and
memory blocks comprises of transmitter as well as receiver
to enable a full duplex communication. To further reduce
the I/O communication power between logic and memory
blocks, a self-adaptive voltage-swing adjustment is
required. The current-mode logic (CML) buffer is shown in
Fig. 2b with tunable tail-current (based on the output of I/O
controller) to adaptively tune the output-voltage swing. By
adjusting the I/O output-voltage swing, I/O communica-
tion power can be reduced with improved energy efficiency
compared to the previous designs [20], [21], [22] that utilizes
the fixed full output-voltage swing. However, the BER
increases when the output-voltage swing decreases. Hence,
a trade-off needs to be maintained between the I/O commu-
nication power and BER, which requires an optimized on-
line management.

TABLE 1
List of Variables and Their Description

Notation Definition

S ¼ fs1; . . . ; sNg Set of states
A ¼ fa1; . . . ; aLg Set of actions
V ¼ fv1; . . . ; vNg Set of voltage-swings
P ðsi; ak; sjÞ Transition probability

to select action ak in state si
BERi Bit-error-rate at ith output-voltage swing
Pwi Communication power at

ith output-voltage swing
Rðsi; ak; sjÞ Reward value for state change

from si to sj with action ak
g Discount rate
b1; b2 Weighted parameters for reward function
a Learning rate
Qðsi; akÞ Q-value
RD Resistance of driver
Zdiff Characteristic impedance of the T-line
It Tail current of CML driver
sv Standard deviation of noise
Nsi Number of visits to state si
M Number of possible actions
N Order of AR prediction

Fig. 1. (a) Interconnect by: (i) Backplane trace (ii) TSI T-line; (b) Channel
loss for: (i) Backplane trace; (ii) TSI T-line.
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Detailed description of the transmitter, receiver, coding
and the adaptive tuning circuits are presented in Section 4.
In the following, we formulate an adaptive I/O output-volt-
age swing tuning problem for the proposed architecture.

2.2 Problem Formulation

As previously discussed, BER at the receiver increases with
the decrease of I/O communication power due to channel
loss and noise. As such, one needs to find an optimal out-
put-voltage swing at the transmitter such that balanced
power reduction is obtained with the maintained BER,
which can be defined as the following problem.

Problem: Tune the output-voltage swing at the transmitter to
achieve low power at the cost of BER based on the I/O communica-
tion channel characteristics.

Opt: :Pwi; BERi

S:T:ðiÞ Pwi � PwT

ðiiÞ BERi � BERT ;

(1)

where Pwi and BERi denotes the I/O communication
power and BER under the ith output-voltage swing level Vi.
Note that the BER and power are both functions of the out-
put-voltage swing. PwT and BERT represents the targeted
I/O communication power and BER of one TSI I/O channel
under the normal operation. With the increase in output-
voltage swing, I/O communication power increases with
reduced BER and vice-versa. As such, the output-voltage
swing level Vi needs to be adaptively tuned for optimizing
the I/O communication power and BER simultaneously. In
this paper, a self-adaptive tuning of the output-voltage
swing at transmitter is performed based on the conventional
Q-learning and further by the accelerated Q-learning, dis-
cussed in next section.

3 Q-LEARNING BASED ADAPTIVE TUNING

In this section, we will first present the basics of Q-learning
theory, followed by the conventional Q-learning, modeling
of Markov decision process and the according accelerated
Q-learning algorithm for adaptive tuning. System power
and BER models are then discussed as well.

3.1 Q-Learning Theory

Machine learning algorithms such as Q-learning theory [36]
are generally practised to find an optimal action-selection
policy from the set of states S. Both these algorithms evalu-
ate state and action pairs from the previous inputs. To solve
(1) using conventional Q-learning and further by acceler-
ated Q-learning algorithms, we consider the I/O communi-
cation power Pw and BER BER as the state vector; and uses
the output-voltage swing level Vi as the action. State vector
S can be given as

S ¼< Pw; BER > :

Before describing the conventional Q-learning and accel-
erated Q-learning algorithms, we present a few terminolo-
gies used in these algorithms:

� State S: set of states indicating the value of system
variable(s). We consider the communication power
and BER as the state vectors.

� Action A: set of actions indicating the change of
state. We consider the change of output-voltage
swing level as the action.

� State transition probability P (si, ak, sj): probability
indicating whether to take an optimal action ak based
on Q-learning or perform a random action.

� Reward R(si, ak, sj): evaluation value of action ak to
change the state from si to sj, which is dependent on
historical BER and power Pw.

� Q-value Qðsi; akÞ: set of accumulated Q-values to
measure the benefits of taking action ak at state si.

� Expected Q-value Q̂ðsi; akÞ: set of values to measure
the expected benefits of taking action ak at state si.

� Policy: process of state change under sequence of
action.

In order to obtain the state-action pairs and form a look-
up-table (LUT), input samples (voltage-levels) are trained
and the corresponding communication power and BER are
denoted as outputs. A sample LUT will be as follows:

Action State
(Voltage swing) Power BER

a1ðV1Þ Pw1 BER1

..

. ..
. ..

.

The input samples are collected at regular time intervals,
called control cycle, at ns scale. Control cycle is defined as
the minimum time required for the state transition. Dura-
tion of control cycle is based on the speed of I/O controller
circuit. The next state variable needs to be predicted with an
action for the input sample. This can be done by calculating
a reward function to achieve an optimally estimated value
based on state vectors, given by

R ¼ fðPw;BERÞ: (2)

Here, reward R is a function of communication power Pw
and BER value BER as the state vectors. The relation
between state variables and reward value is presented later.
The next state and the current state can be the same depend-
ing on the workload characteristic. The reward R forms a

Fig. 2. (a) Core-memory integration by 2.5D TSI I/O interconnect and its
cross sectional view; (b) Adaptive tuning I/O based on error checking
and correction.
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part of the expected Q-value, which decides the direction of
state transition. The optimal estimation is chosen among the
set of states to satisfy the required criteria by taking the cor-
responding action selected from the formed LUT. The
expected Q-value is calculated as

Q̂ðsi; akÞ ¼ Qðsi; akÞð1� aÞ þ aðRþ gEÞ: (3)

Here a, g denotes the learning rate and discount factor
respectively. The optimal estimation E of state si can be cal-
culated as follows

E ¼ minfQ̂ðsi; akÞg; k ¼ 0; . . . ;M: (4)

Here, Q̂ðsi; akÞ represents the expected Q-value after taking
action ak; M denotes the number of possible actions avail-
able at state si. The optimal estimate can be min or max
depending on the reward function.

3.2 Conventional Q-Learning Control Flow

The self-adaptive tuning of the output-voltage swing at the
CML buffer can be performed with the help of conventional
Q-learning. The I/O communication power Pwi and BER
BERi corresponding to output-voltage swing level Vi are
considered as the components of state vectors S and out-
put-voltage swing level as the action variable.

One example of a state diagram depicting the change of
states by the conventional Q-learning algorithm is shown in
Fig. 3. We consider four states and five actions. When the
system is in state s1 (s2) and action a1 (a2) is selected, then
the system changes to state s2 (s1); when the action a3 is cho-
sen, the state changes to s3 (s4) and remains in same state
when action a5 is chosen. Similarly, other state transitions
also happens. One needs to note that the state transition
depends on the action chosen at the current state.

Algorithm 1. Conventional Q-learning based adaptive
tuning of output-voltage swing

Input: Communication power trace Pi, BER feedback from
receiver and look-up-table (LUT)
Output: Adaptive tuning of output-voltage swing Vi

1. Predict tail current: Itðk þ 1Þ ¼PN�1
i¼0 wiItðk� iÞ þ �

2. Calculate corresponding communication power and BER
3. Reward: Rwðsi; ak; siþ1Þ ¼ b1DðPwiÞ þ b2DðBERiÞ
4. Q̂ðsi; akÞ  Qðsi; akÞð1� aÞ þ aðRw þ gEÞ
5. Optimal value estimate: E ¼ minfQ̂ðsi; akÞg, j ¼ 0; . . . ;M
6. By adjusting tail current using control bits, tune

corresponding Vi

The proposed self-adaptive output-voltage swing tuning
by the conventional Q-learning is presented in Algorithm 1.

LUT is formed with output-voltage swing as action and the
I/O communication power and BER as the state vectors.
The tail current of the CML buffer is predicted by auto-
regression (AR), as given in Line 1 of Algorithm 1. Based on
the predicted tail current, the corresponding I/O communi-
cation power and the BER will be calculated. Furthermore,
using the present I/O communication power and BER val-
ues, reward Rw is also decided. Since we have two factors,
we consider the weighted sum of I/O communication
power and BER. The reward function is given as follows

Rwðsi; ak; siþ1Þ ¼ b1DðPwiÞ þ b2DðBERiÞ (5)

here b1 and b2 denote the weighted coefficients for normal-
ized rewards of the communication power DðPwiÞ and BER
DðBERiÞ. This calculation of reward is given in Line 3 of
Algorithm 1. After calculating reward, the expected Q-value
is calculated, Line 4 of Algorithm 1, and the optimal action
is selected based on Q-values, as in Line 5 of Algorithm 1.
This is how the adaptive tuning is performed by the conven-
tional Q-learn algorithm. As a summary, the whole flow of
adaptive tuning by the conventional Q-learning algorithm
is shown in Fig. 4.

3.3 Accelerated Q-Learning

The conventional Q-learning algorithm [33] converges to the
optimal after unlimited or large number of iterations, that
may be too slow for convergence [34]. To overcome this con-
vergence issue, we further use an accelerated Q-learning for
adaptive tuning of output-voltage swing to achieve low
power and faster convergence. Here, we will first present
an example to illustrate the difference between conventional
Q-learning and the accelerated Q-learning, followed by the
modeling of a MDP and the according accelerated Q-learn-
ing algorithm for the adaptive tuning.

One example state diagram with four-states is shown in
Fig. 5. For state s1, action a1 can change its state to s2 with
probability P ðs1; a1; s2Þ; For state s2, action a2 can change
its state to s1 with probability P ðs2; a2; s1Þ. Whereas action
a5 causes no change in state, whose probability is given as
P ðs1; a5; s2Þ. The state transition probability P is given by
a decaying function, P ¼ 1� 1=ðlogðNsi þ 2ÞÞ with Nsi

Fig. 3. State transition based on conventional Q-learning.

Fig. 4. Flowchart showing Q-learning based self-adaptive voltage swing
tuning.
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denoting the number of visits to state si. The transition
probability based state change ensures visit to all states
at starting period. This will calculate Q-value to every
available state. After this, Q-value based action will domi-
nate and the optimal action with smallest Q-value will
be selected.

Algorithm 2. Accelerated Q learning algorithm

Input: Communication power Pw, BER feedback
Output: Output-voltage
function Init()
1! P ðsi; ak; siþ1Þ
Reward Rðsi; ak; siþ1Þ ¼ L
vpredict ! Vsi

Selection()
end function

function Selection()
for k ¼ 1 : n

Vsi ; BERi ! si 2S
Q̂ðsi; akÞ  ð1� aÞ� Qðsi; akÞþ
a � ðRðsi; ak; siþ1Þ þ g�min(Qðsi; akÞ)
If P ðsi; ak; siþ1Þ > randð0; 1Þ

ak randðAÞ
else

ak min(Q̂ðsi; akÞ)
end if
Update()

end for
end function

function Update()
Reward: Rðsi; ak; siþ1Þ ¼ b1DðPiÞ þ b2DðBERiÞ
Update Policy (si, ai), based on new Q
8 si 2 S {

ak randðAÞ
Qðsi; akÞ = Q̂ðsi; akÞ
P ðsi; ak; siþ1Þ ¼ 1� 1

logðNsiþ2Þ
}
end function

To find optimal value of MDP, probability based action
selection, accelerated Q-learning algorithm can be utilized
to evaluate the action-state pair as the Q-value. Conven-
tional Q-learning algorithm converges to the optimal value
after unlimited number of iterations [34]. The accelerated
Q-learning [26] can be utilized to find an optimal solution
with a faster convergence based on the predicted next state
and the according transition probability with an initialized
random action at first few states. Initial random actions
helps the system explore environment faster and more

easily find optimal states. To achieve a faster convergence,
transition probability is utilized to select the action instead
of directly selecting the next state. In this paper, we further
utilize the accelerated Q-learning to find optimal point for
the modeled MDP to solve Problem 1 in Section 2.2, pre-
sented in Algorithm 2.

The first phase is initialization to form a LUT with states
and corresponding actions. In addition, the transition prob-
ability P for all the states is set as 1 and the reward is set to
a maximum value L. This process of initialization is pre-
sented as InitðÞ of Algorithm 2.

Prediction of the next state is performed to obtain the cor-
responding action. In the action selection phase, given by
SelectionðÞ, the Q-value for the state and action pair is found
iteratively, where the expected Q-value is given by

Q̂ðsi; akÞ ¼ ð1� aÞ �Qðsi; akÞ þ a � delta (6a)

delta ¼ Rðsi; ak; siþ1Þ þ g �min
a2A
ðQðsi; akÞÞ: (6b)

Where Qðsi; akÞ represents accumulated Q-value and

Q̂ðsi; akÞ represents expected Q-value after taking action.
In each iteration, the action is selected either based

on the transition probability or based on the minimum
Q-value (or policy). If the transition probability is larger
than the threshold, a random action is selected; other-
wise, the policy action with the minimum Q-value is
selected. The random action will happen at the first few
rounds to explore the design space. As the learning
process continues, the policy action with the calculated
Q-value will dominate and become more accurate to use.
As such, a higher probability exists to select the action ak
with minimum Q-value. The policy action with the mini-
mum Q-value can be described as below

ak  minðQ̂ðsi; akÞÞ: (7)

Last, the phase of UpdateðÞ is activated at the end of
each iteration of SelectionðÞ function. The reward is
defined as the weighted value of BER and Pw and
updated as given in (5).

At the end of UpdateðÞ, each state will be randomly vis-
ited and Q-value will be updated accordingly. The transi-
tion probability P ðsi; ak; siþ1Þ is also updated as Nsi

(increases with the number of visits to state si) after each
iteration.

Note that with the prediction of states si as in function
InitðÞ and UpdateðÞ and the transition probability, the con-
vergence to the optimal solution is accelerated [27], [37].
This is done at the end of each round with the random
action ak to visit state si. In brief, whole flow of adaptive
tuning by accelerated Q-learning is shown in Fig. 6.

LUT can be implemented online with the corresponding
control bits calculated and fed back to CML buffer to tune
the DAC current of CML buffer. Note that LUT can be
implemented in the hardware with multiple AND/OR par-
tial matching logic circuit instead of read only memory
(ROM). This LUT implementation has higher speed and
low power consumption compared to ROM.

Fig. 5. State transition based on accelerated Q-learning.
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3.4 System Models

The prediction of power and BER of I/O communication
channel and their models are discussed in this section. The
first component of the state vector is the I/O communica-
tion power. The system power model includes the I/O com-
munication power of driver and the TSI T-line. Both are the
functions of output-voltage swing Vi. For the CML based
driver with TSI T-line [38], the I/O communication power is
given by

Pwi ¼ Vi � It þ h � Vdd � s
RD þ Zdiff

� f
� �

: (8)

Here It is driver tail current; s is duration of signal pulse; h
is activity factor; RD is the resistance of driver; and Zdiff is
the characteristic impedance of the TSI T-line.

The tail current It at the current control cycle is set by
analog design and can be obtained from measurement. Tail
current for the next control cycle can be predicted by auto-
regression as

Itðkþ 1Þ ¼
XN�1
i¼0

wiItðk� iÞ þ �: (9)

Here Itðkþ 1Þ denotes the predicted tail current at kþ 1th
control cycle; wi represents AR coefficient; � is the predic-
tion error and N represents order of AR prediction. Based
on the predicted tail current, I/O communication power for
next control cycle can be calculated.

The second component of the state vector is the BER of
I/O communication, which is feedback from the receiver.
BER depends on the output-voltage swing, external noise,
channel noise etc., [39]. In a wire-line communication sys-
tem [40], the BER can be estimated with the dependence on
the output-voltage swing as

BERi ¼ 1

2
erfc

Viffiffiffi
2
p

sv

� �
: (10)

Here, the erfc is complementary error function; Vi refers to
the ith output-voltage swing level and sv is the standard
deviation of the noise.

As such, the BER can be obtained from the ECC at the
receiver by counting errors. During the learning process,
based on the BER obtained at the ECC under one output-
voltage swing, the standard deviation of noise, sv is esti-
mated from (10).

4 2.5D TSI I/O CIRCUIT DESIGN

In this section, we discuss about each component of the 2.5D
TSI I/O link such as transmitter (Tx) and receiver (Rx). To
operate with high bandwidth by single channel of 2.5D TSI
I/O, we employ 8:1 serializer in the Tx and 1:8 deserializer
at the Rx. Each of the Tx and Rx has a voltage-controlled
oscillator (VCO) to generate the required clock signal
(2 GHz). Both the Tx and Rx are terminated for the 2.5D TSI
based T-line with matched 50V resistance. At the Rx, the
serial bit stream is sampled and deserialized; and is re-syn-
chronized by the recovery clock from the clock data recov-
ery (CDR) block.

4.1 Transmitter and Receiver

Transmitter Tx employs a 8:1 serializer to convert 8-bit par-
allel data into serial data, as shown in Fig. 7a. Four digital D
flip-flops are implemented as a shift-register chain for each
of the odd (D1, D3, D5, D7) and even (D0, D2, D4, D6) bits of
data. This is followed by a 2:1 MUX to combine them alto-
gether. A current-mode logic output driver is used to drive
the TSI T-line from Tx to Rx on the common substrate. The
CML output stage is powered by the fixed supply (1:2V ).
The I/O communication power Pw depends on the output-
voltage swing and the tail current of the driver. For exam-
ple, one can generate control bits to tune the tail current of
the CML driver and alter the output-voltage swing, as
shown in Fig. 7b.

What is more, compared to the traditional serial I/Os
based on backplane PCB trace [4], [5], 2.5D TSI I/Os does
not need complex equalizer circuits at the receiver due to
small signal loss in the TSI T-line channel. A sampler at
receiver front-end is employed to convert the current-mode
signals into digital levels. After data decision, this data is
processed in the digital domain, saves more power com-
pared to analog de-multiplexer. A delay-locked loop (DLL)
based clock-data recovery at receiver is implemented to de-
skew the sampling clocks, shown in Fig. 8a.

Fig. 6. Flowchart of accelerated Q-learning based self-adaptive voltage
swing tuning.

Fig. 7. (a) Transmitter with 8:1 serializer; (b) Adaptive tuning of driver tail
current;(c) TSI realized by a T-line.
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In this CDR design, a half-rate clock architecture is
employed to decrease the digital circuit working frequency
and save power. Two exclusive-or (XOR) gates in Fig. 8a
form a phase detector to judge the sampling clock position
compared to input data. It compares the input data edge
with rising edge sampled signal to obtain the “early” and
“late” pulse. And then a charge-pump block converts these
pulses into variable voltage to control the DLL delay line,
which can tune the delay phase of the clocks and also pro-
vide feedback to the sampler. The schematic of voltage-con-
trolled delay cell (in Fig. 8a) is illustrated in Fig. 8b, which is
based on inverter chain for reducing the constant current
consumption. This implementation of DLL in the CDR cir-
cuit makes inherently stable and avoids jitter accumulation.

4.2 Error Correcting Code

To determine the historical BER for future control, data is
encoded using the hamming code [41] and transmitted
along with the parity check bits. As shown in Fig. 9, 32-bit
parallel data (D-32) is initially stored in the output FIFO of
the transmitter. For the 32-data bits, seven parity bits are
generated by the parity generator and an additional MSB of
parity check vector is set as 0. Parity generator uses the code
generator matrix C to generate parity bit vector P as shown
in Fig. 10a, where the parity generator consists of a set of
AND and XOR gates. As such, the total encoded data to be
transmitted will be 40-bit for every 32-bit of data. One MUX
is implemented for serial transmission. The data format of
the transmitted data is presented in Fig. 10b.

At the receiver, the 32-bit data is stored in the input FIFO
(D-32 bits) and the last 7-bits of the 8-bit (parity) are utilized
for error checking and correction. The checking result vector
(R) is generated from the parity code P . By summing the
result vector, one can detect if any bit is wrong and a left-

shifter is used to correct bit error. The current implementa-
tion of ECC has capability to correct 1-bit error but can
detect multiple bit errors. It can be used to obtain the histori-
cal BER at the receiver and is further fed back to the trans-
mitter. BER is calculated as the ratio of total number of error
bits received and the total number of bits transmitted.

4.3 Adaptive Circuit Design

Based on the calculated BER from the ECC, a feedback sig-
nal is sent to the I/O controller at the transmitter. This sig-
nal is considered as one of the component for I/O control
block that forms a look-up-table. The I/O controller gener-
ates the corresponding control bits. The control bits can con-
trol the DAC current at the tail of CML buffer driving the
TSI T-line. Thus, the output-voltage swing is tuned by vary-
ing the tail current of CML buffer. As shown in Fig. 7b, the
CML driver with variable current source is set by the DAC
current and load resistor. The DAC tail current source is
composed of a group of current sources in parallel with
switches controlled by the control bits generated from the
I/O controller. When the driver tail current is varied, the
output-voltage swing will change. Generally, the load resis-
tor is set 50V for the TSI T-line impedance matching. In this
paper, tail current source is varied from 2 to 5 mA.

5 SIMULATION RESULTS

The 2.5D adaptive TSI I/O circuit verification is performed
in Cadence Virtuoso (Ultrasim-Verilog) and Matlab 2013a.
The geometry and technology details are presented in
Table 2. An eight-core MIPS microprocessor with eight-
bank of SRAM memory is designed with GF 65 nm CMOS.
The 2.5D TSI T-line is of length 3 mm and 10 mm width,

Fig. 8. (a) The architecture of DLL based CDR; (b) The voltage controlled
delay cell in the DLL.

Fig. 9. Encoding and decoding at transmitter and receiver.

Fig. 10. (a) Data encoding and decoding; (b) Transmitted data format.

TABLE 2
System Settings for Memory-Logic Integration with TSI I/O

Item Description Value Size

Microprocessor

Technology node 65 nm

0:3mm2Frequency 500 MHz
Dissipation power 15 mW

I/O controller

Output-voltage swing 0.1V, 0.15V, 0.2V, 0.3V

0:03mm2
Driving current 2 mA, 3 mA, 4 mA, 5 mA
Number of levels 4
Switching time 0.4 ns

TSI

Length 3 mm

3mm2
Inductance 300 pH
Resistance 5V
Capacitance 60 fF

Memory
SRAM 16 KB

0:2mm2

Power dissipation 6 mW
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driven by the CML buffer. The power traces are measured
from Cadence Virtuoso and control cycle is set as 1 ns,
larger than switching time of I/O controller. The I/O man-
agement controller is based on the conventional Q-learning
and accelerated Q-learning output to balance the I/O com-
munication power and BER at receiver. The look-up-table is
designed with I/O communication power and BER, utilized
for adaptively tuning the output-voltage swing. The LUT
with voltage-swing level, communication power and BER
values is set up as follows: (100 mV, 6:27E � 2mW,
7:03E � 2BER), (150 mV, 1:41E � 1 mW, 1:35E � 2BER),
(200 mV, 2:51E � 1mW, 1:61E � 3BER), and (300 mV,
5:64mE � 1mW, 4:93E � 6BER). This LUT is more depen-
dent on the characteristics of the circuit rather than the
application. The learning rate a and discount factor g are set
as 0:5 and 0:9 respectively. Auto-regression of order 8 is
used for load current (or I/O communication power) pre-
diction. The error between the predicted and actual values
is less than 0.3 percent on average. The adaptive voltage-
swing tuning algorithm is carried out in Matlab 2013a with
offline training of samples. The simulations are carried out
on a PC with Intel i7 core processor running at 3.2 GHz
with 8 GB RAM. Please note that the power of training pro-
cessor is not included in the below reported results. The
overall I/O performance can provide a minimum of 76 mV
peak-to-peak signal swing with 4 Gb/s bandwidth, and the
power consumption is only 12.5 mW. The adaptive self-tun-
ing of output-voltage swing may come with a little area

overhead of 0:03mm2 for additional control circuits and a
latency of 100-200ps.

For comparison, we have three implementations: 1) the
I/O without management (normal); 2) I/O control by the
conventional Q-learning (conv); and 3) I/O control by
the accelerated Q-learning (acc). In the following, first, the
tuning of output-voltage swing and the resulting eye-dia-
grams is presented; second, we present the I/Omanagement
results by conventional Q-learning and further by accelerated
Q-learning based adaptive tuning; and finally, the power sav-
ing and management time as well as energy efficiency are
presented under different benchmarks of workloads.

5.1 Adaptive Tuning Results

The characteristics of eye-diagrams under different driver
currents are presented in Fig. 11 by introducing 10 percent
clock cycle-to-cycle jitter (noise) at the TSI I/O channel.
Note that different driving currents can make different
eye openings under the noise in channel. A larger eye
opening is associated with a higher current driving ability
(or a larger output-voltage swing), which has a minimum
opening of 76 mV amplitude and 77 ps timing margin
with 2 mA driver current and further increases with the

driving current. One needs to observe that with the
increase in driver current BER decreases, but at the cost of
power. As BER does not need to be low at all times, one
can leverage the trade-off between the power reduction
and the necessary BER.

We further study the eye-diagram under the control of
voltage-swing tuning to verify the functionality of adaptive
I/O circuit tuning. Fig. 12 shows the current consumption
under different levels of output-voltage swing. The sources
of error are introduced in three stages: stage 1 is to intro-
duce 20 percent of clock jitter; stage 2 is to add additional
10 percent receiver offset; and stage 3 is to further add
additional 10 percent power supply noise. As discussed
previously, with the increase in noise, tail current at CML
buffer is varied to tune the output-voltage swing. For
example, stage 1, which has only clock jitter, current is
increased to 5 mA to improve eye-opening as (103 mV,
62 ps). With the increase in noise i.e., stage 3, the current is
increased adaptively. The difference in eye-diagrams with

Fig. 11. Eye diagram of output data with different driver current (or
output-voltage swing) levels: (a) 2mA; (b) 3mA; (c) 4mA.

Fig. 12. The eye-diagrams under adaptive current (or power) adjustment
by output-voltage swing tuning.

Fig. 13. Trade-off between BER and power for: (a) FFT benchmark;
(b) File transfer benchmark; (c) bzip2 benchmark; (d) gzip benchmark.
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and without tuning the output-voltage swing is shown in
Fig. 12. One can observe that for stage 3, without tuning the
tail current, the eye opening is 96 mV, but the eye opening
increases to 112 mV by adaptively tuning the tail current.
Similar improvement in eye openings is shown for other
stages as well.

5.2 BER versus Power Results

Fig. 13 shows the trade-off between BER (blue circle) and
the I/O communication power (black rectangle). With the
increase in output-voltage swing, BER decreases at the cost
of the I/O communication power, which is validated
through four benchmarks. For example, for file transfer
benchmark, at an output voltage-swing of 350 mV, the I/O
communication power is 0.693 mW with a BER of
4:85E � 7; whereas at an output-voltage swing of 400 mV,
BER goes down to 4:47E � 9 at the cost of increased com-
munication power by 0.953 mW. This observation shows
that there is a balance point where we can use less power
with the BER guaranteed. Furthermore, as the sensitivity of
power and BER with voltage-swing level are different for
each benchmark, adaptive tuning of I/O voltage swing
based on conventional Q-learning and further accelerated
Q-learning can help to achieve an optimal trade-off between
communication power and BER for different benchmarks
respectively.

5.3 Adaptive I/O Control by Conventional
Q-Learning

An example of adaptive output-voltage swing tuning by
conventional Q-learning is shown in Fig. 14. Initially, the
voltage-swing for next control-cycle is predicted as 294 mV.
As it is impractical to have an LUT with continuous values,
we map the incoming value to the closest value in LUT.
Thus, the voltage-swing 294 mV is fit to the state s4 because
of the nearest voltage level. Based on the predicted value
and present value, reward is calculated as in (5). Further,
corresponding voltage-swing level is obtained based on the
calculated reward and optimal estimate function. This
results in setting the voltage-swing level (action) to 200 with
0.25 mW communication power i.e., state s3. It needs to be
noted that the reduction in voltage swing level is due to the

tolerance to BER. Further, the BER and I/O communication
power are updated.

5.4 Adaptive I/O Control by Accelerated Q-Learning

An example of one adaptive tuning by the accelerated
Q-learning is shown in Fig. 15. Initially, the voltage-swing
for the next control-cycle is predicted as 294 mV. The volt-
age-swing 294 mV with power 0.51 mW fits to the state s4
because of the nearest voltage level. The action will be
selected based on the probability check as in SelectionðÞ of
Algorithm 2. As shown in Fig. 15, the solid red line and red
dotted line indicate the policy-based action selection and
probability-based action selection, respectively. For the prob-
ability-based action selection (red dotted line), a random
action is selected to visit any of the available states. This takes
place with high probability at the starting period to ensure
the visit to all the available states, where its Q-value will be
updated accordingly. Afterwards, the action with minimum
Q-value will dominate and be considered as the optimal
action. As Fig. 15 shows, action a4 is eventually selected lead-
ing to the voltage level associated with state s2. Afterwards,
the new voltage-swing is assigned based on the state s2 as
0.141 mW. As such, the driver tail-current is tuned to have
the output voltage-swing as 150 mV. Last, the reward
Rðs4; a4; s2Þ will be updated based on the feedback of BER
and power obtained at Rx. One needs to note that as shown
in Fig. 14, conventional Q-learning selects state s3 due to
action based state change, however it may converge to state
s2 after few iterations.

5.5 Benchmarking Results

The I/O communication power saving is verified for vari-
ous SPEC benchmarks [42] in Table 3 by the self-adaptive
tuning using: no Q-learning (normal); the conventional
Q-learning (conv); and the accelerated Q-learning (acc). It
shows that the accelerated Q-learning algorithm is more
power efficient with faster convergence. For example, for
bzip2 benchmark, the I/O communication power without
the adaptive tuning is 0.267 mW, which is reduced to
0.224 mW when adaptively tuned by the conventional
Q-learning; and is further reduced to 0.210 mW with the
accelerated Q-learning. On average, the power consumption

Fig. 14. Example of one adaptive I/O control by conventional Q-learning.

Fig. 15. Example of one adaptive I/O control by accelerated Q-learning.
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of whole system (transmitter, receiver and the I/O) is
19 mW with an energy efficiency of 4.75 pJ/bit without the
adaptive tuning, which is further reduced to 12.5 mW by
the adaptive tuning. The system power is directly obtained
from Cadence simulation result. On average, the I/O com-
munication power saving of 18.89 percent and energy
efficiency improvement of 15.11 percent is achieved by the
adaptive tuning based on the accelerated Q-learning;
and 12.95 percent of power saving and 14 percent of
energy-efficiency improvement are achieved when using
the conventional Q-learning. Please note that the power val-
ues reported in Table 3 is the I/O communication power,
which does not include the transmitter and receiver power
consumption. What is more, on average, the accelerated Q-
learning takes 0.091 s for convergence, whereas the conven-
tional Q-learning takes 0.115 s. The reported time includes
the training of samples, which is done off-line. The run time
has also improved with accelerated Q-learning by an aver-
age of 20.83 percent compared to conventional Q-learning
based I/O management as shown in Table 3.

6 CONCLUSION

In this paper, towards the energy-efficient 2.5D memory-
logic integration, we have investigated the I/O manage-
ment by self-adaptive adjustment of I/O output-voltage
swing. With the use of predicted I/O communication BER

and power, the conventional and accelerated Q-learning
based I/O managements have been developed upon the
workload characteristics. Experimental results have shown
that the developed adaptive 2.5D I/Os designed in 65 nm
CMOS can achieve an average of 12.5 mW I/O power,
4 GHz bandwidth and 3.125 pJ/bit energy efficiency for one
channel under 10�6 BER. When compared to the uniform
output-voltage swing based I/O, the I/O managements by
conventional Q-learning and the accelerated Q-learning can
achieve 12.95 and 18.89 percent communication power
reduction and 14 and 15.11 percent energy efficiency
improvement, respectively.
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