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Abstract—A reconfigurable power switch network is proposed to perform a demand-supply matched power management between

3D-integratedmicroprocessor cores and power converters. The power switch network makes physical connections between cores and

converters by 3D through-silicon-vias (TSVs). Space-timemultiplexing is achieved by the configuration of power switch network and is

realized by learning and classifying power-signature of workloads. As such, by classifying workloads based onmagnitude and phase of

power-signature, space-timemultiplexing can be performedwith theminimum number of converters allocated to cluster of cores.

Furthermore, a demand-response basedworkload scheduling is performed to reduce peak-power and to balance workload. The

proposed powermanagement is verified by systemmodels with physical design parameters and benched power traces of workloads. For

a 64-core case, experiment results show 40.53 percent peak-power reduction and 2.50� balanced workload along with a 42.86 percent

reduction in the required number of power converters compared to the work without using STM based powermanagement.

Index Terms—Many-core microprocessor, power management, dynamic voltage scaling, space-time multiplexing, 3D integration, on-chip

power converter, reconfigurable switch network
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1 INTRODUCTION

THE development of exa-flop-scale high-performance
data center for cloud computing has imposed the need

of tera-flop-scale high performance data server with hun-
dreds of processing cores integrated on a single chip [1], [2],
[3]. 3D integration [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18] is one of the promising solu-
tions for integration of many-core microprocessors with
memory. However, such a high density integration in 3D
can introduce severe power and thermal issues, which may
significantly affect the system performance and reliability.
To avoid a dark-silicon dilemma for many-core microproc-
essors, effective dynamic-voltage-scaling (DVS) [19], [20],
[21], [22] based power management has to be developed to
provide cores with multi-level voltages at scale of hundreds
or thousands of cores. As such, supplying multi-level sup-
ply voltages with maintenance of low power density has
become an emerging issue to address [23], [24], [25], [26].

From physical hardware perspective, off-chip power con-
verters may not be scalable for the surge of current demand
by 3D many-core microprocessors due to long delivery
latency, large delivery loss and severe delivery integrity [27].
On-chip power converters [20], [21], [23], [24], [25], [26], [28],
[29], [30] are explored to provide prompt DVS power
management with efficient power delivery. Since the chip
area is quite limited for many-core microprocessors and the

on-chip power converters may occupy considerable amount
of area due to non-scalable inductor, one power converter
per core based design cannot be deployed for the power
management of many-core microprocessors. As such, one
needs to develop a reusing scenario that can fully utilize the
on-chip power converters. Hence, multiplexing of power
converters within both space and time will be studied in this
paper. What is more, by integrating cores on one chip, the
remaining area is limited for on-chip power converters with
buck inductor. A single-inductor-multiple-output (SIMO)
power converter [25], [31], [32] can be utilized to save area.
One common single buck inductor is deployed to provide
multi-level voltages in a time-multiplexed manner. The
capability of SIMO converter, however, still has limited scal-
ability for many-core microprocessors. The 3D integration
introduces additional room for integration of on-chip power
converters. Thework in [26] has demonstrated the possibility
to design on-chip power converters integrated with 64-tile
network-on-chip in 3D. As such, it is meaningful to explore
3D designs that can provide effective demand-supply
matching for DVS power management of large-scale cores
and converters.

From cyber management perspective [33], [34], [35], [36],
the power management for many-core microprocessor will
not be same as the one for traditional single-core micropro-
cessor, because in many-core microprocessor there may
exist multi-time-scale demands of supply voltages from dif-
ferent cores. Different power management schemes for
many-core microprocessor are explored in [17], [20], [21],
[22], [23], [24], [25], [26], [28], [37], [38], [39], [40], but the
main challenge for a scalable DVS power management is
still not resolved. In [20], [22], [24] voltage-frequency islands
are utilized for power management of many-core micro-
processors. However, as each core is statistically assigned
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with one fixed island, such a voltage/frequency assignment
cannot be optimal with response to the time-varying
characteristics of workloads. On other hand, [21], [23] intro-
duces the concept of a time-grained power management.
However, such a power converter per-core based power
management may not be scalable for large number of micro-
processors. The recent work in [40] utilizes a controlled
switch network to connect a set of cores to a set of power
converters with space multiplexing (SM) but ignores the
possibility of time multiplexing (TM). Our preliminary
results published in [17] is the first to address a dynamic
power management with space-time multiplexed switch
network to provide a demand-supply matching between
many-core microprocessors and power converters. It has
full flexibility in terms of power I/O connections as well as
reducing the number of power converters.

There exists similarity between smart power manage-
ment of many-core microprocessor and smart-grid though
at different time-scale with different workload behaviors.
Thereby, the study of workload behavior with classification
and also demand-response method can be leveraged from
the smart-grid management [41], [42] to deal with the large-
scale on-chip demand-supply matching problem. In addi-
tion, workload balancing and peak-power reduction can be
also addressed in the proposed approach.

In this paper, based on a 3D reconfigurable power
switch network, space-time multiplexing (STM) based DVS
power management is utilized for demand-supply match-
ing between many-core microprocessors and multi-level
on-chip power converters. The power switch network is
configured to perform space-time multiplexing between
power converters and cores with connections by vertical
through-silicon-vias (TSVs) in 3D, which can be formulated
as two subproblems: resource allocation of power convert-
ers and workload scheduling. The objective of resource allo-
cation is to achieve an optimal solution with the minimum
number of power converters, while satisfying the con-
straints of both demands from different cores and hardware
limitations from power converters. In order to solve the
demand-supply matching problem for many-core micro-
processors at large-scale, adaptive clustering of cores is
deployed by learning and classifying power-signature pat-
tern of workloads. In general, similar workloads will be dis-
tributed to a number of cores for parallel computation i.e.,
thread-level parallelism. As such, those cores with similar
workloads will show similar power-signature patterns and
hence can be clustered together with a similar voltage-level.
This is different from the single-core DVS that depends on
the load current. What is more, power-signature of work-
loads with different patterns are initially classified by their
magnitude levels as groups such that power converters are
allocated to be shared in space between different groups,
called space-multiplexing. In each group, power converters
are further reused among different subgroups, formed
based on their phases at different time instants, called time-
multiplexing. Afterwards, the workload scheduling can be
performed in a demand-response fashion, where workload
is the amount of tasks performed on a core in one time-slot.
The workloads on each of allocated power converters are
measured with available slacks determined. Based on the
available slacks, the workload scheduling is performed

without violating the workload priorities, which results in
workload balancing and peak-power reduction.

The proposed power management system is verified by
system-level behavior model implemented in SystemC-AMS
for up to 64-coremicroprocessor. The physical design param-
eters are based on 130 nm CMOS process with TSV models.
The power traces are generated from SPEC2000 benchmarks
[43]. Experiment results show that proposed power manage-
ment scheme can achieve a 40.53 percent peak-power reduc-
tion and 2.50� balanced workload as well as 42.86 percent
reduction in power converters compared to the work with-
out using dynamic STMbased powermanagement.

The rest of this paper is organized as follows. In Section 2,
a 3D many-core microprocessor system architecture is pre-
sentedwith STMproblem formulation. In Section 3, adaptive
clustering of cores by learning and classifying power-signa-
ture patterns is presented. In Section 4, solutions for STM
based resource allocation by adaptive clustering is discussed
and in Section 5, demand-response based workload schedul-
ing is introduced for both peak-power reduction and work-
load balancing. The experimental results and comparisons
are presented in Section 6with conclusion in Section 7.

2 SPACE-TIME MULTIPLEXING POWER

MANAGEMENT PROBLEM FORMULATION

In this section, a 3D many-core microprocessor system
architecture with reconfigurable power switch network
[17] is reviewed. A space-time multiplexing problem is for-
mulated for DVS based power management. Necessary
notations are listed in Table 1.

TABLE 1
Notations and Definitions

Notation Definition

V ¼ fv1; . . . ; vNvg Set of voltage-levels
I ¼ fi1; . . . ; iNvg Set of core current loads
R ¼ fr1; . . . ; rNrg Set of power converters
C ¼ fc1; . . . ; cNcg Set of cores
SW ¼ fsw1; . . . ; swNsg Set of switch boxes
G ¼ fg1; . . . ; gNvg Set of groups
K ¼ fk1; . . . ; kNk

g Set of subgroups

P ¼ fp1; . . . ; pNcg Set of power profiles
Psi Power-signature of core ci
Ng Number of groups
Nk Number of subgroups
S ¼ fsð1; 1Þ; . . . ; sðNg;NkÞg Set of slacks
L ¼ fl1; . . . ; lwg Set of workloads
laðz; sÞ Workload la in subgroup ks of group gz
B ¼ fb1; . . . ; brg Set of priorities
vdðciÞ 2 V Demanded voltage-level of core ci
vaðciÞ 2 V Supplied voltage-level to core ci
vðriÞ 2 V Output voltage-level of converter ri
DV Maximum core supply-voltage drop
IL Maximum converter inductance current
Imax Maximum load current
dz Driving ability of a power converter in group gz
dðriÞ Driving ability of power converter ri
T i Control-cycle

Ti
j

jth time-slot in ith control-cycle

H Time-slot for time-multiplexing
PthðzÞ Threshold peak-power of group gz
Nmax Maximum number of cores to drive
Nmin Minimum number of cores to drive
M Order of prediction model
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2.1 3D-Integrated Microprocessor Cores and Power
Converters

As shown in Fig. 1, the 3D many-core microprocessor archi-
tecture is basically composed of two tiers. The bottom tier is
for power management, including arrays of power convert-
ers and power switches. Each power converter is SIMO
type, capable of supplying multi-level voltages by one buck
inductor (See Fig. 2). The top tier includes array of many-
core microprocessors. In between these two array-struc-
tured tiers, there are through-silicon-vias, controlled by
power switches, to connect power converters and cores.
Note that with the use of through-silicon-interposers (TSIs),
a 2.5D integration of multi-core microprocessor and on-chip
power management is demonstrated with silicon prototype
in [26]. Moreover, there is one local super-capacitor for each
core, working as local storage to supply voltage when the
power converter is not available during the multiplexing.
The design and dimensions of TSVs are optimized for both
speed of reconfigurability, the maximum driving current,
and the thermal conductivity. One needs to note that 3D
integration does not have to mean the traditional memory-
logic integration. Similar to the recent work by IBM in [26],
the 2.5D/3D integration can be utilized for on-chip power
management efficiently as well as scalability for large num-
ber of many-core microprocessors. What is more, the 3D
architecture with space-time multiplexing proposed in this
paper has further provided the flexibility and also improved
the efficiency when utilizing power converters for many-
core microprocessors. Similar to [21], [22], [24], we have
evaluated the performance by using data-domain specified
benchmark set like SPEC2000, which contains both memory-
bound and cpu-bound applications with predictable data-pat-
terns as well as predictable power traces. Additionally, the
benchmarks from embedded applications such as MPEG4
decoder, JPEG decoder etc., can also be used.

To perform DVS power management for large-scale
many-core microprocessors, one can model it by a demand-
supply system composed of following three components:

� Power demand. A set of cores C with demanded volt-
age-levels with set-size Nc. Each core ci has a volt-
age-level demand of vdðciÞ to meet the deadline of its
running workload. In addition, vaðciÞ is the allocated
voltage-level to core ci after power management.

� Power supply. A set of power converters R with set-
size Nr. Each power converter outputs the voltage-
level vðriÞ; vðriÞ 2 V to supply the cores, where V is
the set of available voltage-levels before power
management.

� Power switch network. A set of reconfigurable switch-
boxes SW with set-size Ns to connect between R and
C for demand-supply matching.

The power management circuit for DVS is shown in
Fig. 2. Initially, the voltage and current sensors sample

Fig. 1. 3D reconfigurable power switch network for demand-supply matching between on-chip multi-output power converters and many-core
microprocessors.

Fig. 2. Functional units of space-time multiplexing based power manage-
ment for DVS with SIMO power converter.
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voltage and current values from the cores as power profile.
By tracking power profiles of cores, the demanded voltage-
levels of cores for the next period of control can be tracked.
The value for next period of control is predicted based on
the pre-stored training look-up-table (LUT). The data ana-
lytic of workloads can be performed to configure STM by
learning and classifying power-signature patterns of work-
loads. Next, the DVS power management unit decides the
optimal STM configuration that can match the demand of
cores with supply from the minimum number of power con-
verters. Fig. 3 shows how to perform STM by on-chip SIMO
power converters [31] utilizing single inductor to provide
multiple voltage-levels. The objective is to design SIMO
power converters configured to satisfy the demand from
cores. Based on the configuration of switches (S1; . . . ; SNg ),
corresponding voltage-level will be generated at the outputs
of power converters to each group, divided in space, i.e.,
space-multiplexing. Power converters allocated to one
group can be further reused by cores among subgroups
divided in time, i.e., time-multiplexing. As such, one power
converter is reused maximumly to connect with one core at
one allocated space-slot and time-slot. Note that in the tradi-
tional island-based [44] and SIMO-based [25], [31], [32]
power management approaches, the connections between
power converters and cores are assumed to be fixed, which
is not feasible to provide the matched supply voltage-levels
to many cores at large-scale. The proposed method is scal-
able for large number of cores but with the assumption that
power management block including controller, switches,
power converters and power delivery network is in one
layer different from the layer of cores. As such, additional
routing of power/ground network by TSVs is needed to
connect to the layer of cores. Moreover, packaging large
number of power converters as well as cores may increase

power density and hence a thorough cooling design is
required for thermal reliability concern.

2.2 Space-Time Multiplexing Problem

As aforementioned in the introduction, the primary chal-
lenge here is to solve a large-scale DVS power management
with matched demand-supply. Though there exists various
workloads with different power-signature patterns, most of
them can be classified by magnitude and phase when simi-
lar workloads are distributed to different cores. As such, if
one can perform clustering of cores by learning and classify-
ing power-signature patterns of distributed workloads, the
complexity for demand-supply matched DVS power man-
agement can be accordingly reduced.

With the further consideration for the minimum number
of power converters, one can formulate a resource (power
converter) allocation subproblem as follows.

Subproblem 1. Resource allocation problem is to decide the
minimum number of power converters such that demands from
cores can be satisfied.

What is more, there may exist power slacks to be uti-
lized without violating the workload execution priority
or deadline. One can delay workloads on over-loaded
power converter at one time-slot to other time-slot with
under-loaded power converters in a demand-response
fashion. As such, the peak-power can be reduced as well
as workload can be balanced at power converters, which
can be formulated as the second subproblem below after
the first subproblem is done.

Subproblem 2. Workload scheduling problem is to delay over-
loaded workloads to under-loaded time-slots based on availability
of slack and without violation of priority.

2.3 Previous Approach

The space-time multiplexing problem was solved by an
integer-linear-programming (ILP) in [17] with reformulated
problem below.

ILP optimization of STM. There are Nr power converters
shared spatially among Nc cores, connected by Ns reconfig-
urable power switches with each power converter capable of
switching among Nv different voltage-levels at a fixed time-
slotH to supplymultiple voltage-levels simultaneously.

To perform ILP, we need to first define the constraints
to be satisfied. Due to physical hardware limitations, a
power converter can be connected to a core only if the
following constraints are met: (i) the maximal power
converter inductance current does not exceed its maxi-
mal value, IL; and (ii) the maximal core voltage-drop is
within a specified value ~V during multiplexing. As
such, one can formulate the following ILP optimization
to determine the STM configuration.

One can have the following reformulation in the form of
linear equations with constraints as given in (1). The con-
straints defined in (1) implies (i) each core is connected to at
most one power converter at a particular time-slot; (ii) the
allocated voltage-level must satisfy the demand of the core;
(iii) the maximal inductance current does not exceed its
maximal value IL; (iv) the maximal core voltage-drop at any
time instant H for a core capacitance of C does not exceed
~V ; and (v) each power converter has minimum and

Fig. 3. Space and time multiplexing with on-chip SIMO power
converters.

MANOJ P. D. ET AL.: 3D MANY-CORE MICROPROCESSOR POWER MANAGEMENT BY SPACE-TIME MULTIPLEXING BASED DEMAND-SUPPLY... 3025



maximum limits on the number of cores it could connect,

min :
XNc

i¼1

XNr

j¼1

XNv

v¼1

vv � xv
ij

s:t:: ðiÞ
XNr

j¼1

XNv

v¼1

xv
ij ¼ 1;81 � i � Nc

ðiiÞ
XNr

j¼1

XNv

v¼1

vv � xv
ij � vdðciÞ;81 � i � Nc

ðiiiÞ
XNc

i¼1

iv � xv
ij � IL;81 � j � Nr; 1 � v � Nv

ðivÞ
XNc

i¼1

XNv

v¼1

xv
ij � 1þ DV � CL

ImaxH
;81 � j � Nr

ðvÞ Nmin �
XNc

i¼1

XNv

v¼1

xv
ij � Nmax;81 � j � Nr:

(1)

In (1), the Boolean variable xvij equals 1 if and only if the
core ci 2 C is supplied by power converter rj 2 R with the
voltage-level vv 2 V , as explained in (2),

xv
ij ¼

1 ci supplied by rj at voltage-level vv
0 otherwise

�
: (2)

Therefore, the STM problem is now simplified to mini-
mize (1) with the corresponding constraints being satisfied.
This implies that the total voltage-levels allocated to cores
are minimized.

The reformulated STM problem can be solved by linear
program lp_solve [45] deployed on one of the microproces-
sor cores with typical solving time ranging from microsec-
onds [17], which is faster when compared to off-chip
converters based DVS management in the scale of seconds.
Resource allocation can be performed using the above men-
tioned ILP optimization, however the runtime increases
exponentially with number of cores. In the following, a
power-signature learning based adaptive clustering is pro-
posed to address the scalability problem for DVS power
management of many-core microprocessors.

3 ADAPTIVE CLUSTERING

In Section 2, the previous approach of resource allocation by
ILP optimization is reviewed. As discussed, with the
increase in number of cores, the runtime and complexity of
ILP increases. To solve the resource allocation problem, less
complex adaptive clustering of cores by learning power-sig-
nature patterns of workloads can be performed. The main
assumption here is based on the observation that similar
workloads will be distributed to a number of cores for
thread-level parallelism. As a result, they will have similar
power-signature patterns and can be clustered together
with the same voltage-level.

The adaptive clustering of cores is done by learning simi-
larity of power-signature patterns of workloads. High-preci-
sion power profiles may not be necessary for clustering and
hence the first step of learning is to have a power-signature
extracted by envelope.

3.1 Power-Signature Extraction

Before proposing solutions for subproblems, a few defini-
tions are presented below.

Control-cycle. The amount of time required to finish all
the allocated workloads in a group.

Time-slot. The amount of time required to finish all the
allocated workloads in a subgroup.

Since it is impractical to perform power management
with use of continuous data of power profiles, one needs to
extract power-signature from power profiles. In the follow-
ing, we show how to obtain power-signature pattern of one
workload in one control-cycle by extracting the envelope
from the power profile. Based on the extracted peak-power
envelope or power-signature, one can build workload behav-
ior model to be utilized in the following resource allocation
as well as workload scheduling.

Assume that in one control-cycle T i for ith group gi, gi 2
G having Nk number of subgroups, each core is assigned

with one workload. Relation between control-cycle T i and

time-slot T i
j is

T i ¼
XNk

j¼1

Ti
j : (3)

As such, in one time-slot T i
j , power-signature (peak-

power envelope) Psz is extracted for workload pzðtÞ from
core cz, cz 2 C of one subgroup by

PszðT i
j Þ ¼ maxðpzðtÞÞ: (4)

This is repeated for whole control-cycle T i. Thus, peaks
are extracted and a peak envelope is formed. Power-signa-
ture extraction by forming peak-power envelope is shown
in Fig. 4. Power-signature is indicated by blue line. In the
example shown, control-cycle is comprised of three time-
slots, indicated by red dotted line. Power-signature for core
ci with power profile pi is denoted by Psi (Psi ¼ maxðpiÞ).
Based on the learning of power signatures of workloads,
classification of cores can be performed in two steps namely
grouping in space and subgrouping in time.

In order to allocate the voltage-level, the load power has
to be tracked and predicted. Prediction of power level is
performed using the auto-regression (AR) algorithm [46].
At sampling interval t, based on the previous recorded load
power values piðtÞ; piðt� 1Þ; piðt� 2Þ; . . . ; piðt�MÞ the
transient power piðtþ 1Þ needed for the next time instant
can be predicted by

piðtþ 1Þ ¼
XM
j¼0

ajpiðt� jÞ þ � (5)

Fig. 4. Power-signature pattern extracted in each time-slot of control-cycle.
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where aj is the AR coefficient, � is the prediction error
and M is the order of the prediction model. AR coeffi-
cients can be calculated based on the least-squares
method. Prediction is performed in every control-cycle
and accordingly the predicted power is calculated and
corresponding voltage-level is allocated. This makes the
power converters allocation in a runtime fashion. It is ide-
ally assumed that the driving capability of a power con-
verter is independent of its voltage-level.

3.2 Power-Signature Magnitude Based Grouping

The cores with similar power-signature patterns in terms of
magnitudes are grouped into one. For example, zth group
gz, gz 2 G, of cores can be formed by the following criteria

gz ¼ fci; vdðciÞ ¼ vdðcjÞ ¼ vz; 8i; j ¼ 1; . . .Nc; z � Nvg: (6)

Here, vz, vz 2 V represents the voltage-level; and vdðciÞ
(magnitude of Psi , vdðciÞ ¼ jPsi j), vdðciÞ 2 V represents volt-

age-level demand of core ci, ci 2 C.
Based on the power-signature magnitude levels, different

groups are formed. Each group may contain different num-
ber of cores which have similar power-signaturemagnitudes
but may differ in power-signature phase. The number of
cores in a group can change at different control-cycles
because the power signatures of cores can vary with time.
Note that grouping process is based on the comparison of
levels and hence has less complexity of computation.

3.3 Power-Signature Phase Based Subgrouping

Moreover, for cores in the same group with similar magni-
tude levels, they can be further classified based on the
power-signature phase, i.e., execution behavior with time.
The study of power-signature phases can not be simply clas-
sified based on power-signature magnitudes. Considering a
set of power-signature patterns, subgroup ks, ks 2 K, can be
formed by the following criteria

ks ¼ fci; ðvdðciÞ ¼ vdðcjÞ ¼ vzÞ& ðPsi � PsjÞ; 8i; j ¼ 1; . . .Ncg:
(7)

Here, Psi represents power-signature of core ci, ci 2 C in
one time-slot; vdðciÞ, vdðciÞ 2 V represents the demanded
voltage-level of core ci; and vz, vz 2 V represents the volt-
age-level allocated to group gz.

To form subgroups based on power-signature phases,
similarity between power-signature phases can be exploited.
To find similarity between phases of power-signatures
Psi and Psj in a group having between N power-signatures

in one control-cycle, correlation in terms of covariance
matrix can be evaluated by

X ¼ 1

N

XN
i;j¼1

ðPsi � PsÞðPsj � PsÞT ; (8)

where Ps is the mean of all power-signatures ( 1N
PN

i¼1ðPsiÞ).
Based on the order of covariance matrixX, the number of

subgroups Nk can be analyzed by the singular-value-
decomposition (SVD) ofX as

X ¼ U� S�V�1 (9)

with

X ¼

x1;1 � � � x1;N

x2;1 � � � x2;N

..

. . .
. ..

.

xN;1 � � � xN;N

0
BBBB@

1
CCCCA
;

U ¼

u1;1 � � � u1;N

u2;1 � � � u2;N

..

. . .
. ..

.

uN;1 � � � uN;N

0
BBBB@

1
CCCCA
;

S ¼
s1;1 � � � 0

..

. . .
. ..

.

0 � � � sN;N

0
BB@

1
CCA;

V ¼

v1;1 � � � v1;N

v2;1 � � � v2;N

..

. . .
. ..

.

vN;1 � � � vN;N

0
BBBB@

1
CCCCA
:

(10)

Matrices U and V are orthogonal matrices with S as the
diagonal matrix. One needs to note that SVD-based work-
load characterization is deployed in off-line learning of
workload data and look-up-table built online.

Based on the rank analysis of S, the number of sub-
groups Nk is decided. A new matrix can be formed with
Nk independent vectors, extracted from either of the
orthogonal matrices. Let the newly formed matrix be Vk,
assuming it is extracted from V. The product of Vk with
the covariance matrix X will result in a reduced matrix
Xk, which forms basis of the clustering for subgrouping,

Xk ¼ X �Vk (11)

with

Xk ¼

x1;1 � � � x1;Nk

x2;1 � � � x2;Nk

..

. . .
. ..

.

xN;1 � � � xN;Nk

0
BBBBB@

1
CCCCCA
;

Vk ¼

v1;1 � � � v1;Nk

v2;1 � � � v2;Nk

..

. . .
. ..

.

vN;1 � � � vN;Nk

0
BBBBB@

1
CCCCCA
:

(12)

Based on the reduced matrix, the subgrouping can be
performed by selecting the maximum value in each column
and assigning it to corresponding subgroup.

The control time reported in Table 5 is for the total power
management, which includes not only the converter switch-
ing time but also the time for performingworkload characteri-
zation. Please note that there are two parts in workload
characterization. The first part is the off-line SVD-based learn-
ing of workload data, which may consume a long time. The
second part is the on-line look-up-table based clustering and
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prediction of workload data, which can be accomplished
within a fewnanoseconds. In addition, note that the switching
time of on-chip power converters reported in [23], [26], [31] is
just a few nanoseconds. As such, the runtime can be efficient
for a large-scale problem as reported in Section 6. It is thereby
feasible to implement the proposed algorithm for the on-chip
powermanagement with the according hardware realization.

4 RESOURCE ALLOCATION

Resource allocation problem is to allocate the minimum num-
ber of power converters to supply multiple voltage-levels
demanded by cores. To perform resource allocation for large-
scale systems in less time, learning and classifying of work-
loads power-signature pattern are employed to cluster cores
by adaptive clustering developed in Section 3. The resource
allocation of power converters is then performed in both
space and time based on the clustered cores. Solution for
demand-supply matching with less number of power con-
verters i.e., subproblem 1 is discussed first followed by peak-
power reduction and workload balancing by demand-
response basedworkload scheduling.

4.1 Grouping Cores for Space-Multiplexing

Though there exist a large number of cores with differ-
ent power demands, cores distributed with similar work-
loads will have similar power-signature patterns, which
can be grouped based on their power-signature magni-
tudes as in (13).

The learning of power-signature magnitudes of work-
loads can classify cores into groups by

Grouping cores by power-signature magnitude:

Core ci 2
g1 if ðvdðciÞ ¼ jPsi jÞ � v1
g2 if v1 < ðvdðciÞ ¼ jPsi jÞ � v2

..

.

8><
>:

: (13)

Here ci 2 C represent core; and groups are represented by
gz, gz 2 G. As such, voltage-level is allocated based on the
power-signature magnitude.

This core-grouping process involves only numerical
comparisons. Based on the power-signature magnitudes,
different groups of cores are formed with different
demanded voltage-levels. Each group may contain different
number of cores, which have similar power-signature mag-
nitude but may differ in power-signature phase. Based on
the partitioned groups, power converters can be shared in
space to provide the specified voltage-levels for groups. We
call this step of power converter allocation by groups in
space as space-multiplexing.

4.2 Subgrouping Cores for Time-Multiplexing

Once the core grouping is performed based on power-signa-
ture magnitudes, subgrouping can be performed to classify
cores in the same group based on their power-signature
phases as in (7) and (14). As such, power converters can be
further reused in time. Compared to power-signature mag-
nitudes, there are more kinds of power-signature phases.
The subgrouping thereby requires more detailed numerical
computation developed as in Section 3.

The learning of power-signature phases of workloads can
classify cores into subgroups by

Subgrouping cores by power-signature phase:

Core ci 2
k1 ifffPsi � ffA1

k2 ifffPsi � ffA2

..

.

8><
>:

: (14)

Here core ci, ci 2 C is assumed to be in one group and ks,
ks 2 K represents subgroup accommodating power-signa-
tures with phase ffAs.

Once the grouping by clustering is performed, cores in
the same group can be further clustered into correspond-
ing subgroups. As such, the cores in the same subgroup
have similar execution phase of workloads in time; the
cores in the different subgroups have different execution
phase of workloads in time. For different subgroups, we
can still reuse the allocated power converters in different
time slots, and we call this step of power converter alloca-
tion by subgroups in time as time-multiplexing. Note that
the power converters are shared in time for the same
group, and the number of converters required will
depend on the maximum number of workloads in one
subgroup.

4.3 Allocation of Power Converters

Once the groups and subgroups based on power-signature
pattern learning are formed, the maximum workloads of
one subgroup can be determined. As such, the minimum
number of power converters is determined to supply to that
subgroup of cores. This results in a feasible solution to solve
subproblem 1 in Section 2 as rephrased below:

min:
XNg

j¼1

rj

s:t:: ðiÞ vaðciÞ � vdðciÞ; 8ci 2 C

ðiiÞ dðrjÞ � Nmax; 8rj 2 R:

(15)

If one can determine the minimum number of power
converters rj for each group, the total number of power
converters for Ng groups can be cor ly minimized. Note
that constraint (i) guarantees that the supplied voltage-
level vaðciÞ, vaðciÞ 2 V from power converter will satisfy
the demanded voltage-level vdðciÞ, vdðciÞ 2 V from core ci,
ci 2 C. Moreover, constraint (ii) imposes the driving ability
dðrjÞ of each power converter is Nmax, i.e., the maximum
number of cores to drive. The driving ability can vary with
the voltage-level: the higher the voltage-level is, the lower
the number of cores that one power converter could drive.
With the increase in supplied voltage-level by a power
converter, the load current increases thereby reducing its
driving capability.

Next, we show that the minimization of total number of
power converters can be solved by grouping and subgroup-
ing. By grouping, power converters can be shared in space
among Ng number of groups and subgrouping makes shar-
ing of power converters inside one group in time. Based on

the driving ability dj of power converters in group gj,
gj 2 G, and maximum number of cores among different
subgroups maxðcjÞ, the maximum number of power
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converters allocated can be determined as

rgj ¼ maxðcjÞ=dj: (16)

As such for the whole system, the total number of power
converters needed will be

PNg

j¼1ðrgjÞ, which is the minimum
number to satisfy the demand-supply matching. Therefore,
the proposed learning of large number of power-signatures
of workloads can classify cores into group and subgroup to
allocate the power converters, and hence reduce the com-
plexity for large-scale problem in contrast to the previously
developed method by ILP. In summary, the large-scale
demand-supply matching can be efficiently solved by the
above-mentioned two-step clustering in every control-cycle.
The obtained rgj represents the minimum number of power

converters to satisfy demand-supply matching i.e., solution
to subproblem 1.

Algorithm 1. Adaptive Clustering Based Space-Time
Multiplexing

INPUT: Power profile matrix P with power profile vectors pi
1. In one control-cycle, extract power-signatures Psi from

power profile vectors Psi ¼ maxðpiÞ
2. Perform grouping of power-signatures by magnitude

gz ¼ fci; jPsi j ¼ vzg
3. For each group gz, compute the covariance matrix X 2

XN�N

4. Perform SVD:X ¼ U� S�V�1

5. Determine number of subgroups: Nk ¼ rankðSÞ
6. Compute the first Nk singular-value vectors v1; . . . ; vNk

ofV
7. LetVk ¼ ½v1; . . . ; vNk


 2 RN�Nk andXk ¼ X �Vk

8. Add ith core to jth subgroup if XKði; jÞ is maximum in the
ith row

9. Form Pk matrices within the group by finding correspond-
ing indices in power profile matrix P

10. Perform the same subgrouping process for allNg groups
OUTPUT:New clustered matrices Pz;k ðz ¼ 1; . . . ; Ng; k ¼

1; . . . ; NkÞ

The procedure for the space-time multiplexing is further
summarized in Algorithm 1. As one example, the formula-
tion of groups and subgroups of cores by learning of
power-signature pattern with the reuse of on-chip SIMO
power converters in space and time is illustrated in Fig. 5
and described below.

1) In the first control-cycle, cores with power-signa-
tures: Ps1 , Ps2 , Ps3 , Ps4 and Ps5 are at one power mag-
nitude level and other cores are at a different power
magnitude level. As such, one can form two groups
with voltage-levels v1 for group 1 and v2 for group
2 (v1 > v2). Thus, power converters can be shared in
space. We assume the driving ability of power con-
verter supplying voltage-levels v1, v2 to be 1 and 2,
respectively.

2) In group 2, based on power-signature phase similar-
ity, cores with power-signatures Ps1 , Ps2 , Ps3 are clus-
tered to form subgroup 1 and cores with power-
signatures Ps4 , Ps5 are clustered to form subgroup 2.

To satisfy the demand of a group, subgroup with
more number of cores is selected i.e., subgroup 1

having three cores. The corresponding number of
power converters required is calculated based on (16)
and two power converters (r1, r2) allocated to group 2
under voltage-level of v1 and driving ability of 2.

3) In the first time-slot, power converters are connected
to cores in subgroup 1 and in the next time-slot,
power converters are connected to cores in subgroup
2. Thus, power converters are shared in time by
time-multiplexing.

4) Similarly, for group 1, cores with power-signatures
Ps6 and Ps7 are clustered to form subgroup 1; and

core with power-signature Ps8 is allocated to sub-

group 2 due to different power-signature phase.
Considering subgroup 1 with two cores, the number
of power converters is calculated and two power
converters (r3, r4) are allocated under voltage-level
of v1 and driving ability of 1.

5) In the next control-cycle, due to change in power-sig-
nature magnitude and phase, core with power-signa-
ture Ps5 is allocated to group 1 and other cores
remain in same group. Hence in group 2, subgroups
1 and 2 both will have two cores each. As such, one
power converter supplying voltage-level v2 can sat-
isfy the demand.

6) Whereas, in group 1, cores with power-signatures
Ps6 ; Ps7 and Ps8 form subgroup 1 due to similarity in

power-signature phase; and core with power-signa-
ture Ps5 is allocated to subgroup 2 due to the differ-

ence in phase.
7) As such, in group 1, subgroup 1 will have three cores

and subgroup 2 will have one core. To satisfy the
demands, subgroup 1 having three cores is consid-
ered and number of power converters needed will
be three. Instead of adding a new power converter,
power converter r2 (previously allocated to group 2)
can be used group 1 to provide voltage-level v1.

5 WORKLOAD SCHEDULING

Once resource allocation is performed based on the learning
of power-signature patterns, workload scheduling needs to
be performed to reduce peak-power and achieve uniform
workload balance. Recall that workload is the amount of
work a core performs in one time-slot. A demand-response
based workload scheduling will be developed towards
uniform distribution with reduction in peaks at one power
converter. Demand-response based workload scheduling is
performed in two steps, namely peak-power envelope
extraction and peak reduction.

5.1 Demand-Response

Once the peak envelope of subgroup kj, kj 2 K is formed, it
is compared with threshold power PthðzÞ of group gz to
determine slack, which is defined as the amount of extra
workloads a power converter can handle without getting
over-loaded at a time-slot, and is calculated as

sðz; jÞ ¼ PthðzÞ � PsðTz
j Þ: (17)

If the value of slack is negative then, the allocated power
converter rj, rj 2 R is over-loaded and not capable of
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handling extra workload at that time-slot. After calculating
the amount of slack, the workload on power converter rj can
be rescheduled such that priority is not violated.We call such
a scheduling as demand-response based workload scheduling.

The procedure for scheduling by considering priority ba,
ba 2 B of workload la, la 2 L is described in Algorithm 2. It
is deployed after resource allocation. Workload la, la 2 L
assigned to subgroup kj, kj 2 K of group gz, gz 2 G is
denoted as laðz; jÞ.

Algorithm 2. Demand-Response Based Workload
Scheduling

Require: Initial set: voltage-levels V , workloads L, priorities B
and slack S

1: if sðz; iÞ > 0 then
2: while j > i do
3: if sðz; jÞ < 0; sðz; iÞ > 0 && 9 laðz; jÞwith ba¼¼ 1 then
4: laðz; jÞ ! laðz; iÞ
5: sðz; jÞ þ þ;
6: sðz; iÞ � �;
7: end if
8: end while
9: while vy < vz && j > i do
10: if sðy; jÞ < 0; sðz; iÞ > 0 && 9 laðy; jÞwith ba¼¼ 1 then
11: laðy; jÞ ! laðz; iÞ
12: sðy; jÞ þ þ;
13: sðz; iÞ � �;
14: end if
15: end while
16: while j < i do
17: if sðz; jÞ < 0; sðz; iÞ > 0 && 9 laðz; jÞwith ba¼¼ 0 then
18: laðz; jÞ ! laðz; iÞ
19: sðz; jÞ þ þ;
20: sðz; iÞ � �;
21: end if
22: end while
23: end if

In the formulated algorithm, set of voltage-levels V is
given as input along with workload priorities B and

calculated slacks S. It is aforementioned that a power con-
verter can handle a workload laðz; iÞ, laðz; iÞ 2 L only if it
has a positive slack sðz; iÞ, sðz; iÞ 2 S in subgroup ki, ki 2 K
of group gz, gz 2 G. When a power converter is over-
loaded due to larger workload or error in predicting
power trace, the workload with lower priority will be
shifted to another under-loaded power converter, as
explained in Lines 2-8 of Algorithm 2. After workloads are
scheduled (if needed) within same group, workload
scheduling between different groups is performed, and it
is important that the allocated voltage-level after schedul-
ing must satisfy its demanded voltage-level. The same is
shown in Lines 9-15 of Algorithm 2. After high priority
workloads are scheduled for over-loaded power convert-
ers, workloads with low priority on a over-loaded power
converter can be scheduled to a under-loaded power con-
verter within the group. Lines 17-22 of Algorithm 2
explains the scheduling of low priority workloads within a
group. Low priority workloads can be delayed, ideally till
the availability of slack. Though Algorithm 2 is defined for
two levels of priority, it can be extended to multiple-levels.

Peak-power reduction can be shown by the shift in
workloads on a power converter from one time-slot with
negative slack to another time-slot having a positive
slack. Example in Fig. 6 shows the normalized peaks of
four subgroups. Before performing demand-response
based workload scheduling, subgroups 2 and 3 are over-
loaded and subgroups 1 and 4 have slacks for scheduling.
The peak value in subgroups 2 and 3 is 5, which means
there are five peaks in those two subgroups. Peak-power
reduction is then achieved with the comparison of the
highest value in subgroups before and after the demand-
response scheduling. After the demand-response schedul-
ing, the peak value will be reduced to 4. So, a 20 percent
peak-power reduction will be achieved. Workload balanc-
ing can be determined by calculating the standard devia-
tion (SD) among cores between subgroups in a group.
Larger standard deviation implies a less balanced work-
load. Results of peak-power reduction and workload bal-
ancing are presented in Section 6.2.3.

5.2 Scheduling of Workloads

The aforementioned demand-response based workload
scheduling can be deployed to solve subproblem 2 pre-
sented in Section 2 is reformulated as

Fig. 5. Resource allocation by adaptive clustering: grouping by power-
signature magnitude and subgrouping by power-signature phase.

Fig. 6. (a) Workload before demand-response scheduling (b) Workload
after demand-response scheduling with peak reduction and balancing.
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min:
X
j¼1

���
X
z¼1

sðz; jÞ
���

s:t:: PsðTz
j Þ < PthðzÞ:

(18)

Solution to this problem is to minimize the overall sum of
slacks. This can be achieved by rescheduling workloads that
overloads power converter. Based on the value of slack for a
subgroup kj, kj 2 K, if the slack is negative, then the work-
load on that subgroup needs to be delayed or advanced to
other time-slot. As such, the workloads are allocated to sub-
groups with highly negative slack, and the difference in
slack is reduced. As a result, peak-power reduction and
workload balancing can be achieved eventually.

6 SIMULATION RESULTS

6.1 System Modeling and Settings

The proposed system is validated byMatlab 7.12 and system-
level models built from SystemC-AMS. Table 2 summarizes
the system design specifications. All units are scaled or mod-
eled at CMOS 130 nm process. The specification of low-power
MIPS microprocessor [47] is taken as the core model. Each
core has a nominal frequency of 250MHz with the maximal
power consumption of 0:4W. Benchmarks from SPEC2000
[43] are simulated byWattch [48] simulator to generate power
profiles. The extracted power-signatures from power profiles
are used as workload models. Workloads are assigned to one
core with specified sequence and a number of cores can have
similar or same workloads. The typical control-cycle for
powermanagement is set to 400 ns.

A two-phase multi-output power converter [29] is
designed to generate four different voltage-levels. As driv-
ing ability of a power converter depends on supply voltage-
level, driving abilities are set as 4, 3, 2, 1 for voltage-levels
0:6, 0:8, 1:0 and 1:2 V respectively. Look-up-table for power,
frequency and voltage-levels is set as (<0:17 W, 630 MHz,
0:6 V), (0:17-0:19 W, 680 MHz, 0:8 V), (0:19-0:21 W, 730
MHz, 1:0 V) and (>0:21 W, 780 MHz, 1:2 V). Moreover, the

inductance value in power converter is 1 nH per phase to
support the maximum current on the buck inductor. Such

an inductor requires an area of 0:25 mm2, occupying 30 per-
cent area of the power converter. The maximum value of
local super-capacitor for each core is set as 1mF to support
time-multiplexing scheme between subgroups. Capacitor
value can be chosen depending on application. The design
of on-chip power converter thereby needs to consider the
limitation of inductor and capacitor area, which are placed
both in 3D integration and hence the minimum area over-
head to core area.

In addition, the vertical TSV [11] works as connections
between cores and power converters. According to the
model in [12], it has a DC-resistance of 20mV. Considering
the maximum current of 330mA, the IR-drop of TSV is
around 7 mV, which is quite small. Note that the capacitor
of TSVs is in fF scale and hence does not influence the load
capacitance. What is more, for each TSV channel, one switch
box is assigned with Nr power switches to support the core-
converter connection. The switch box offers a compact
reconfigurable unit driven by the controller. The power

switch inside each switch box occupies 520 mm2 and is able
to deliver the maximum core current. As such, the TSV cou-
pling is also quite small to be considered under such a low-
activity switching.

6.2 Results and Comparisons

Here, we present the DVS power management based on
space-time multiplexing. Comparison is made in resource
allocation for the proposed adaptive clustering, the previ-
ous ILP optimization method and the non-STM based DVS
method. After resource allocation, demand-response based
workload scheduling results are presented as well.

6.2.1 Power-Signature Extraction and Prediction

Fig. 7 shows one example of the extracted power-signa-
tures of workloads. The extracted power-signature is
shown by red color line with control-cycle of 400 ns and

TABLE 2
System Settings of 3D Many-Core Microprocessors, On-Chip Power Converters, TSVs and Power Switches

Item Description Symbol Value Size

Microprocessor Performance N.A. 410 DMIPS 1:5mm2

Frequency fc 250 MHz
Power Consumption Pc 0.4 W

Power Converter Input Voltage Vin 2.4 V 1:6mm2

Output Voltage Vout 0.6 V, 0.8 V, 1.0 V, 1.2 V
Load Current IL 120mA, 150mA, 220 mA, 350 mA

Number of Phases N.A. 2
Inductor per Phase L 1nH
Switching Frequency fs 50-200 MHz

Peak Efficiency N.A. 77%

TSV Length l 25mm 455mm2

Diameter W 5mm
Isolation Film r 120 nm
Resistance RTSV 20mV
Capacitance CTSV 37 fF

Power Switch Width ws 4 mm 520mm2

Length len 130 nm
Switching Time N.A. 300 ns
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time-slot of 100 ns. In two control cycles, there are total
eight power envelopes extracted for eight time-slots.

To decide the demanded voltage-level under space-time
multiplexing power management, the power-signature
needs to be tracked and predicted. Here, power-signature
tracking and prediction is performed based on (5). The
order of prediction M is set as 8 to guarantee the precision
of prediction, and has a prediction error of 0.3 percent on
average for SPEC2000 benchmarks. Based on the predicted
power consumptions, the required voltage-level is looked
up in the LUT. Fig. 8 shows the power tracking and predic-
tion of the core under benchmark gcc. One can observe from
Fig. 8a that the predicted power denoted by red line using
AR closely matches the actual power demand denoted by
blue line. Based on the predicted power-signature values
and power-voltage pairs in the look-up-table, the supply
voltage-levels to be allocated to cores are shown in Fig. 8b.
For example, when the predicted power-signature magni-
tude is between 0:17 and 0:19W, a voltage-level of 0:8V
needs to be supplied.

6.2.2 Resource Allocation by Adaptive Clustering

We further discuss adaptive clustering of cores by learning
similarity of power-signature patterns of workloads. In the
previous ILP based resource allocation, complexity lies in
searching the large solution space to satisfy the constraints

involved, whereas in adaptive clustering groups and sub-
groups are formed resulting in smaller search space and
reduced complexity and less runtime.

Adaptive clustering performed for 32-core and 64-core
microprocessors and corresponding results are studied in
this part. Input power traces are first divided into four
groups based on their power magnitudes, then in each
group, subgroups are formed based on their power phases.
Based on the extracted power-signatures, cores with similar
power-signature magnitudes are grouped and provided
with the same voltage-levels. Power converters are allocated
in different space for space-multiplexing. Inside each group,
cores with similar power-signature phases are further sub-
grouped. Power converters are further allocated in different
time for time-multiplexing. Based on the maximal number
of cores among subgroups of a group, the number of power
converters for each group is determined and allocated.

Fig. 9 illustrates the adaptive clustering result of 32-cores
in two consecutive control-cycles. Different filling patterns
represent different groups or voltage-levels. Numbers on
the downright-corner of cores represent different sub-
groups. For example, in the first control-cycle, 12th core is
assigned to subgroup 4 with voltage-level 1 (group 1). And
in the next control-cycle, it is assigned to subgroup 1 in
same voltage-level. Similarly, in the first control-cycle,
seventh core is assigned to subgroup 3 with voltage-level
1 (group 1) supplied by a voltage-level of 0:6 V. And in the
next control-cycle, it is assigned to subgroup 2 with voltage-
level 3 (group 3), supplied by a voltage-level of 1:0V. This is
how the voltage transition normally takes place with the aid
of STM by adaptive clustering.

For 64-core case, Table 3 summarizes the clustering
results. The numbers in the table represent the core IDs. The
runtime of whole process is small and nearly 120 ms.
One can observe that different groups and subgroups have
different number of cores allocated and even some of the
subgroups are left without any core indicating different
power-signatures may have similar phase. For example,

Fig. 7. Extraction of power-signature for workloads.

Fig. 8. Runtime power tracking and prediction for benchmark gcc: (a)
power prediction; (b) voltage-level transition.

Fig. 9. Results of adaptive clustering for a 32-core microprocessor in two
consecutive control-cycles.
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group 1 has been allocated with 14 cores, whereas group 2
has 11 cores; inside which subgroup 4 is empty but other
subgroups of group are allocated with cores. This unoccu-
pied subgroups indicates idleness of the power converter
i.e., availability of slack. Considering group 1 in Table 3, the
maximum number of cores in a subgroup among different
subgroups is 6 and power converter driving ability 4, hence
two power converters supplying a voltage-level of 0:6V are
sufficient to drive cores in this group.

Next, the STM by adaptive clustering can lead to the
reduction in number of power converters needed for
demand-supply matching. When comparing to two
schemes, namely space-multiplexing and time-multiplex-
ing, STM takes advantage of both space-multiplexing and
time-multiplexing with consideration of its driving ability.
Table 4 shows the comparison of number of power convert-
ers needed for 32-core and 64-core cases with the SM and
TM schemes. One can observe a reduction of 55.00 percent
(SM) and 35.71 percent (TM) in the number of power con-
verters for a 32-core microprocessor, while 41.67 percent
(SM) and 36.36 percent (TM) number of power converters
can be reduced for the case of 64-core. Therefore, STM by
adaptive clustering can perform resource allocation with
minimum number of power converters to reduce the area
overhead and also on-chip implementation cost.

Experimental results using different sets of benchmarks
from SPEC2000 [43] on different number of cores are pre-
sented in Table 5. Performance comparison is made for the
non-STM method, the previously developed ILP-based
STM method and the adaptive clustering based STM
method. First, we compare the power saving of ILP and
adaptive clustering methods when compared to the non-
STM power management. Considering benchmarks in set 1
and set 2, there is a power saving of 29:01 and 51:82 percent
by the ILP and 37:00 and 43:98 percent by the adaptive clus-
tering based power management, respectively. The power
saving depends on the workload deployed on the core.
On average, the respective power savings are 34:68 and
40:38 percent with the ILP and the adaptive clustering based
power management compared to the non-STM power man-
agement. What is more, the runtime comparison between
the ILP method and the adaptive clustering based power
management is observed as well. When applying bench-
marks in set 1 and set 2 on an eight-core system, the runtime
of ILP and adaptive clustering based power management is
25 and 20:68ms respectively. When on a 32-core system,
the runtime of ILP becomes 336:30 ms whereas adaptive
clustering based power management takes 97:35 ms, which
is nearly linearly increased with cores. Furthermore, when
the number of cores is increased to 64, the runtime of ILP is

TABLE 3
Adaptive Clustering Result for 64-Core Microprocessor

Subgroup 1 Subgroup 2 Subgroup 3 Subgroup 4

Group 1 31, 37, 52 33,43 7, 8, 14 12, 49, 54
58, 59, 63

Group 2 17, 40, 41, 50 22, 42 27, 29 N/A
51, 56, 62

Group 3 6, 21, 32 9, 15, 16 1, 5 N/A
36, 39, 46 20, 26 ,28 11, 18
47, 64 35, 53, 55 19, 38

Group 4 2, 3, 23, 25 10, 13 N/A 4, 24, 30
34, 44, 45, 48
57, 60, 61

TABLE 4
Comparison of Number of Allocated Power Converters

under Different Power Management Schemes

STM SM TM STM/SM STM/TM

32-core Group 1 1 2 3 -50.00% -66.67%
Group 2 1 2 2 -50.00% -50.00%
Group 3 3 7 5 -57.14% -40.00%
Group 4 4 9 4 -55.56% 0.00%
Total 9 20 14 -55.00% -35.71%

64-core Group 1 2 4 6 -50.00% -66.67%
Group 2 3 4 7 -25.00% -57.14%
Group 3 5 12 9 -58.33% -44.44%
Group 4 11 16 11 -31.25% 0.00%
Total 21 36 33 -41.67% -36.36%

TABLE 5
Comparison of Average Power Consumption and Controller Runtime for STM by ILP and STM by Adaptive Clustering

Number of Cores Benchmarks Power per Core (mW) Power Saving (%) Controller Runtime (ms)

ILP Adaptive Clustering Non-DVS ILP Adaptive Clustering ILP Adaptive Clustering

4 Set 1: art, eon, lucas, wupwise 279.50 248.00 393.71 29.01% 37.00% 7.30 7.73

Set 2: apsi, gcc, gzip, mcf 168.32 195.69 349.34 51.82% 43.98% 9.50 10.73

Set 3: facerec, galgel, twolf, crafty 224.95 233.32 366.14 38.56% 36.27% 7.20 6.42

Set 4: vortex, parser, mgrid, sixtrack 240.06 237.84 385.85 37.78% 38.36% 10.70 10.30

8 Set 1 þ Set 2 223.17 221.85 371.53 39.93% 40.29% 25.00 20.68

Set 1 þ Set 3 252.24 240.66 379.93 33.61% 36.65% 27.10 20.17

Set 1 þ Set 4 260.04 242.92 389.78 33.29% 37.68% 37.00 24.74
Set 2 þ Set 3 195.34 196.64 357.74 45.40% 45.03% 21.70 20.31

Set 2 þ Set 4 202.65 216.77 367.60 44.87% 41.03% 30.40 25.70

Set 3 þ Set 4 231.71 235.78 376.00 38.38% 37.29% 29.80 25.23

16 All Sets 309.38 277.25 373.36 17.22% 25.74% 50.80 47.32

32 All Sets 319.93 290.63 374.14 14.49% 22.32% 336.30 97.35

64 All Sets 284.56 220.44 387.04 26.48% 43.04% 187500.00 120.29

Average 245.53 235.22 374.81 34.68% 40.38% N.A. N.A.
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nearly 1,000 times slower than the proposed adaptive clus-
tering based power management. Please note that the con-
trol time reported in Table 5 is for the total power
management, which includes off-line SVD-based learning
of workload data and the converter switching time along
with prediction and allocation of voltage-levels using LUT.
The power converter switching time and LUT based predic-
tion consumes few ns.

6.2.3 Peak Reduction and Workload Balancing

In this part, we present results of demand-response based
workload scheduling of allocated power converters. The
peak reduction is calculated as difference in peak-power
value before and after the scheduling. The workload bal-
ancing is achieved by having uniform number of work-
loads on a power converter. Workload balance is
calculated by averaging the standard-deviation of work-
load on each power converter.

First, based on the availability of slack and workload pri-
ority, demand-response based workload scheduling is per-
formed. Table 6 shows result of demand-response based
workload scheduling (Algorithm 2) performed in addition to
adaptive clustering based resource allocation for a 32-core
case. For example, considering core 27, it is initially assigned
to subgroup 3 of group 2; but after performing demand-
response based workload scheduling, it is shifted to sub-
group 2 of group 4. Note that the voltage supplied by group 4

is higher than group 2, which implies that the allocated volt-
age is higher than demand voltage. As such, this shifting of
workload reduces the peak-power on power converter,
thereby avoiding over-loading of power converter. As this
implementation involves comparison, not much runtime
overhead is incurred.

What is more, based on (18), the number of power con-
verters required to meet demand from cores can be calcu-
lated. After performing demand-response based workload
scheduling, the maximum number of cores in a subgroup is
eventually decreased. This leads to the reduction in the
number of power converters needed to drive the cores. For
example, if STM by adaptive clustering is performed on a
32-core microprocessor, group 3 has a maximum of five
cores among its subgroups driven by power converters that
have a driving capacity of 2. To meet the demand, three
power converters are allocated. But, when the workload
balancing is performed, the maximum number of cores
among subgroups is reduced to 4, demanding only two
converters. Thus, there is a reduction of 33.33 percent in
power converters needed for group 2. The reduction in
power converters after workload scheduling by DVS is
summarized in Table 7.

For a 64-core microprocessor, results of peak-power
reduction is shown in Fig. 10, in group 4 the normalized
peak-power value has been reduced from 11 to 6 with
45.45 percent peak-power reduction. The average standard
deviation of workload on each power converter before and
after scheduling are 0:86 and 0:46 respectively. Table 8
shows the summarized results of peak reduction and

TABLE 6
Demand-Response Based Workload Scheduling Result

for 32-Core Microprocessor

Workload distribution before workload scheduling (Algorithm 1)

Subgroup 1 Subgroup 2 Subgroup 3 Subgroup 4

Group 1 31 N/A 7, 8, 14 12

Group 2 17 22 27, 29 N/A
Group 3 6, 21, 32 9, 15, 20 1, 5, 11 16

26 ,28 18, 19

Group 4 2, 3, 23, 25 10, 13 N/A 4, 24, 30

Workload distribution after workload scheduling (Algorithm 2)

Subgroup 1 Subgroup 2 Subgroup 3 Subgroup 4

Group 1 31, 7 N/A 8, 14 12

Group 2 17 22 29 N/A

Group 3 6, 21, 32, 9 15, 20, 26 ,28 1, 5, 11, 18 16, 19

Group 4 3, 25 10, 13, 27 2, 23 4, 24, 30

Fig. 10. Peak-power reduction for four subgroups of 64-core case.

TABLE 7
Comparison of Number of Allocated Power Converters

with and without Workload Balancing

Adaptive

clustering

Workload

balancing

Reduction

32-core Group 1 1 1 0.00%

Group 2 1 1 0.00%

Group 3 3 2 33.33%

Group 4 4 3 25.00%

Total 9 7 22.22%

64-core Group 1 2 1 50.00%

Group 2 3 2 33.33%

Group 3 5 3 40.00%

Group 4 11 6 45.45%

Total 21 12 42.86%

TABLE 8
Peak Reduction and Workload Balancing by Demand-Response

Scheduling for 64-Core Case

Peak
Reduction

Balance
before

Balance
after

Group 1 33.33% 0.91 0.58 (1.57X)
Group 2 50.00% 1.09 0.75 (1.45X)
Group 3 33.33% 0.93 0.17 (5.59X)
Group 4 45.45% 0.51 0.36 (1.41X)
Average 40.53% 0.86 0.46 (2.50X)
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workload balancing by demand-response based workload
scheduling. One can observe an average of 40.53 percent
peak-power reduction and 2:50�workload balancing.

7 CONCLUSION

A space-time multiplexing power management is devel-
oped for a large-scale demand-supply matching between
on-chip power converters and many-core microprocessors.
A reconfigurable power switch network is utilized to config-
ure connections between power converters and cores by
vertical TSVs in 3D. Adaptive clustering of cores by learning
power-signature of workloads is developed. Power-signa-
ture of workloads are extracted and deployed to classify
cores in clusters by magnitude and phase. On-chip power
converters are allocated accordingly to be maximumly
reused in space and time. As such, the minimum number
of power converters can be allocated for demand-supply
matching. Afterwards, demand-response based workload
scheduling is deployed by utilizing the available slacks to
achieve a reduced peak-power as well as balanced work-
load. The proposed power management system is verified
by system-level behavior SystemC-AMS models and physi-
cal-level models with design parameters and benched
power traces. Experiment results for 64-core case show that
the space-time multiplexing can reduce peak-power by
40.53 percent and improve load balancing by 2.50� on aver-
age along with a 42.86 percent reduction in the required
number of power converters compared to the work without
using dynamic STM based power management.
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