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ABSTRACT
Performance of the compute-intensive multichip platforms such as micro-servers and embedded sys-
tems are limited by the latency and power hungry chip-to-chip interconnections. Millimeter wave
(mm-wave) wireless interconnection networks have emerged as an energy-efficient and low-latency
solution for such multichip system communication. We refer such multichip systems with in-package
mm-wave wireless interconnect as Wireless Network-in-Package (WiNiP). Despite providing perfor-
mance enhancements, wireless channel, being an unguided medium, introduces potential security vul-
nerabilities inherited from traditional wireless networks such as jamming induced Denial-of-Service
(DoS) and eavesdropping. Securing the systems against such induced threats often introduce large
overheads and performance penalties. To address these challenges, we propose a WiNiP architecture
that reuses the in-built Design for Testability (DFT) hardware for securing against external and Hard-
ware Trojans (HT) induced internal attacks. The proposed architecture is capable of securing against
adversaries with a reconfigurable wireless interconnection (AWARe-Wi). We deploy machine learn-
ing (ML) classifier to detect the threats. In addition, for a robust threat detection, we introduce an
Adversarial ML (AML)-based approach in this work. To enable sustainable multichip communica-
tion in such systems even under jamming attack from both internal and external attackers, we design
a reconfigurable Medium Access Control (MAC) and a suitable communication protocol. The simu-
lation results show that, the ML and AML classifiers can achieve an accuracy of 99.87% and 95.95%
respectively for attack detection while the proposed WiNiP can sustain chip-to-chip communication
even under persistent jamming attack with an average 1.44× and 1.56× degradation in latency for
internal and external attacks respectively for application-specific traffic patterns.

1. Introduction
High-performance computing nodes such as blade

servers and embedded systems have already undergone a
massive paradigm shift from single core, single chip archi-
tecture to multicore-multichip (MCMC) architecture. This
paradigm shift is justified as follows, for a large single chip,
different factors such as sub-wavelength lithography, line
edge roughness, and random dopant fluctuations can cause
wide process variations, which can result in higher fault den-
sity and hence, reduces the manufacturing yield. There-
fore, the disintegration of larger single chips into smaller
chips, forming multi-chip compute systems, such as the
AMD EPYC [15] series released in 2017, aid in alleviating
the effect of higher fault densities in advanced technology
nodes and eventually leading to reduced manufacturing cost
per die. Despite the achieved yield enhancements, each chip
in the System-in-Package (SiP) of MCMC demands an effi-
cient intra-chip as well as an inter-chip communication, as
disintegration increases inter-chip traffic significantly. Al-
though Network-on-Chip (NoC) has emerged as a scalable,
modular on-chip interconnection architecture, it cannot pro-
vide low latency for large systems due to its multi-hop nature
[5][8].

On the other hand, the performance of the MCMC
system is mostly limited by the high latency and power
hungry off-chip I/Os. Conventionally, C4 bumps coupled
with in-package transmission lines or flip-chip packaging
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[17] is used to interconnect chips within a MCMC system.
However, signal quality deterioration due to microwave ef-
fects, crosstalk coupling effects and frequency-dependent
line losses in the transmission line limit the number of con-
current, high-speed inter-chip I/O and hence chip-to-chip
bandwidth. In recent literature is has been shown that Wire-
less Interfaces (WIs) operating at GigaHertz (GHz) band-
width in millimeter-wave (mm-wave) bands can mask off-
chip I/O delay by establishing single hop, energy-efficient
chip-to-chip communication links [24][12]. We refer such
MCMC systems with mm-wave wireless interconnect as
Wireless Network-in-Pack- -age (WiNiP) here.

Although extensive research has been carried out to-
wards improving performance and energy dissipation in
WiNiPs [24], relatively little attention has been given to
the information integrity and security or privacy aspects of
WiNiPs. Wireless being an unguided, shared transmission
medium is vulnerable to many attacks such as Denial-of-
Service (DoS), eavesdropping (ED), and spoofing. Although
each of these attacks require its own detection and defense
mechanism, in this work we focus on persistent jamming-
basedDoS attack as it is one of themost common, simple and
yet powerful attack on wireless systems. To replicate such
an attack, we consider an external attacker that produces a
high energy electromagnetic (EM) radiation that causes in-
terference in the wireless medium of the WiNiPs.

In addition, to address the complexities and vulnerabil-
ities arising from hardware design and manufacturing pro-
cess, we consider a hardware Trojan (HT) which is mali-
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ciously embedded in MCMC system during the design or
fabrication process. In this case, one of the WIs infected by
a HT will transmit the data over wireless channel irrespec-
tive of whether it is enabled by the adopted Medium Access
Control (MAC) protocol of the WiNiP. This will cause con-
tention or interference with legitimate transmissions causing
DoS on the remaining WIs.

While well-known defenses exist against DoS attacks in
large scale wireless networks, those techniques cannot be
adopted and applied directly to the WiNiP scenario due to
large power, area and timing overhead of the existing secu-
rity implementations [20]. To address and meet such con-
straints, we propose to re-use the existing Design for Testa-
bility (DFT) hardware to detect and defend against jamming
attack in WiNiPs. Moreover, under such jamming attack,
specially for MCMC systems, it is non-trivial to synchronize
and inform all other WIs about the presence of an adversary
as chip-to-chip communication happens through only wire-
less medium which is itself vulnerable to the attack. To ad-
dress this issue, we also develop a MCMC wireless commu-
nication protocol along with a reconfigurable MAC that can
ensure robust and secure communication under internal and
external persistent jamming attack. To handle more intelli-
gently crafted jamming attacks and ensure a robust, accurate
detection and defense mechanism we utilize an Adversarial
Machine Learning (AML) and adversarial training for the
deployed ML classifiers. The research contributions of this
work can be outlined as follows:

• To the best of our knowledge, this is the first work that
proposes a solution for persistent jamming attack by
re-using DFT infrastructure for WiNiP.

• We propose a novel dynamically reconfigurable MAC
and the corresponding synchronizationmechanism for
all WIs under jamming condition.

• We propose an AML-based mechanism for high ac-
curacy threat detection and recovery from persistent
jamming-based DoS attacks.

• We describe a novel communication protocol neces-
sary to ensure a robust communication even under a
persistent jamming-based DoS attack.

• We analyze the performance degradation of the pro-
posed security mechanism for different WiNiPs and
compare it with wired MCMC systems.

2. Related Work
Although WiNiPs are seen to outperform wired MCMC

systems and provide energy-efficient on- and off-chip com-
munication, a very little attention has been drawn to address
the security in on- and off-chip WiNiP communication. In
[7], a small-world graph based wireless NoC architecture
was proposed to mitigate DoS attacks. But, small-world ir-
regular topologies have negative implications on design and
verification efforts. In [13], a secure wireless NoC architec-
ture that can protect against DoS, ED and spoofing has been

Figure 1: Proposed multichip WiNiP topology.

proposed. However, this work does not address the issue of
jamming attack from an external attacker assuming that the
packaging will protect against such attacks. This may not
be true for all kinds of chips or packaging materials. Fur-
thermore, the solution is too naive and not efficient to detect
complex and sophisticated DoS attacks. Persistent jamming-
based DoS attack for on-chip wireless interconnect has been
addressed in [26]. In case of external jamming, the authors
in [26] utilized the underlying wired NoC to sustain com-
munication. However, such solution can not be adopted for
WiNiP, as in WiNiP, off-chip communication happens only
through wireless interconnect.

Moreover, the ML model used in [26] is unaware of
the adversarial conditions that an intelligent attacker can ex-
ploit to camouflage its presence. In [14], authors developed
a spoofing detection and defense mechanism based on re-
ceived signal power for on-chip wireless interconnect. How-
ever, the proposed mechanism in [14] imposes placement
restrictions for WI nodes to distinctly identify the senders
that are equidistant from the receiver. Such WI placement
restrictions can have significant performance impacts and
placement challenges. Moreover, such mechanism can not
be extended for WiNiP systems specially in the presence of
an internal or external jammer. Though persistent jamming
attacks are less studied in WiNiPs, a vast amount of research
is performed inWireless Sensor Networks (WSN) for poten-
tial solutions. For instance, frequency hopping has been tra-
ditionally employed in order to overcome the presence of a
jammer [19]. However, multiple jamming devices operating
on different bands can effectively block the entire spectrum.
Using a directional antenna can be another means to combat
the jammer [20]. However, a directional antenna limits the
multicast capability and limit WiNiP performance. There-
fore, in this work we design a novel attack-aware MAC for
the WiNiP.

3. WiNiP Interconnection Architecture
In this section, we discuss the proposedWiNiP intercon-

nection architecture which covers the adopted topology, the
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proposed hybrid MAC and physical layer.
3.1. Adopted Multichip Topology

To meet the increasing memory demands for current and
emerging applications and mimic real MCMC architectures,
we consider an MCMC system with multicore processors
and in-package memory modules. The memory modules
are connected to the edge cores through wired interconnect.
Each tile in the multicore chips is composed of a process-
ing core, a switch, L1 private cache and a distributed shared
last level cache (LLC). Tiles in each chip are connected with
each other through a regular wired mesh-based NoC. For
inter-chip communication, in each chip, we equip two NoC
switches with WIs as shown in Fig. 1. Keeping the num-
ber of WIs minimum for inter-chip communication helps to
reduce the communication overhead during jamming attack
for our proposed approach.

However, a minimum of two WIs are necessary for each
chip to ensure connectivity and reliable communication with
the rest of the system even if one of them is compromised by
an internal HT. A higher number of HTs within a single chip
is assumed to be unlikely as it will make HT detection eas-
ier. Typically, the footprint of HTs are minimal by design
and hence we assume a maximum of a single HT per chip in
our analysis. Although inter-chip communication happens
only through the WIs in functional mode, the MCMC sys-
tem is compliant to Joint Test Action Group (JTAG) test ar-
chitecture where their boundary scans are daisy chained. We
leverage this JTAG infrastructure for enhancing the security
of MCMC system.
3.2. Persistent Jamming-Aware Reconfigurable

MAC
A wireless medium MAC mechanism enables a

contention-free communication over the shared wireless
channel among multiple transceivers. So far, no MAC
has been proposed which is jamming-aware and can sus-
tain communication in both normal and attack scenario.
Therefore, we propose a reconfigurable MAC mechanism
operating in two modes for sustainable communication
even under persistent jamming attack. In the absence of
persistent jamming attacks, we consider using a reservation-
based MAC, termed as Normal MAC (NMAC) for MCMC
communication. In NMAC, to get the channel access, each
sender sends a non overlapping reservation request to all the
receivers encoded by a Common (C) code. Figure 3 shows
the structure of the reservation packet and is discussed in
details in the next subsection. As each receiver is equipped
with same arbitration logic, each of them grants access to
the same transmitter that gets the whole channel access at
a time. In NMAC, as one sender gets the whole channel
access, it ensures a contention free, high bandwidth off-chip
communication.

The above mentioned mode of WiNiP communication
is unaware of any persistent external jamming. Therefore,
we switch the MAC to Pseudo-random Noise (PN) encoded
Asynchronous Code Division Multiple Access (ACDMA)

Figure 2: Overview of the reconfigurable MAC.

during external jamming attack and call it Attack MAC
(AMAC). In this work, by ACDMA we only refer to using
PN sequences and not other protocol overheads present in
ACDMA communication in mobile cellular network. Data
encoded with PN sequence is jamming and eavesdropping
resistant because of the spread spectrum technology where
the transmitted signals appear as noise to every receiver,
except the one that has the PN code which was used to
encode the data during its transmission. Therefore, any
transmission not encoded with the same code appears as
noise due to the weak cross-correlation, making this AMAC
resilient to jamming. The PN codes used for ACDMA
communication should have a strong auto-correlation and
weak cross-correlation property. While maximal-length se-
quence (m-sequence) and Kasami sequence can be used to
generate PN sequences, these sequences have worse cross-
correlation property to Gold sequence [2]. Moreover, Gold
sequence can also support more users than both Kasami and
m-sequence. Therefore, we consider generating PN codes
using Gold sequence.

We use the hybrid Transmitter-Common (TC) [28] PN
code protocol to enable communication in AMAC mode
where each transmitter have specific codes to encode pack-
ets they transmit and receivers have decoders for all chan-
nels to be able to receive data simultaneously from multiple
transmitters. The common channel is used for arbitration
and attack information propagation. We do not use AMAC
in normal, attack free operation circumstances, as it reduces
communication bandwidth of each link by its spreading fac-
tor. The focus of this paper is to ensure robust WiNiP com-
munication in presence of persistent jamming attack on a
high bandwidth WiNiP not to ensure high performance dur-
ing such attack. Figure 2 shows the proposed reconfigurable
MAC with the underlying operations.
3.3. Flow Control and Communication Protocol

Some of the key challenges of such jamming-aware hy-
bridMAC is to ensure proper switching and synchronous op-
eration across MCMC system for both NMAC and AMAC
modes with low overheads. In this section, we discuss our
proposed flow control that addresses these issues.

To ensure low area and latency overhead, we adopt a
Virtual Channel (VC)-based wormhole switching protocol
for routing data where packets are broken into smaller flow
control units or flits for both wired and wireless links. A
forwarding-table based routing over pre-computed shortest
paths is adopted to minimize the packet latency. The rout-
ing tree is constructed using Dijkstra’s algorithm, which ex-
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Figure 3: Channel reservation process.

Figure 4: PN code generation using Data and MAC LFSR.

tracts aMinimum Spanning Tree (MST) providing the short-
est path between any pair of nodes in a graph. Consequently,
deadlock is avoided by transferring packets along the short-
est path routing tree, as it is inherently free of cyclic depen-
dencies.

For high bandwidth off-chip communication during
NMAC, each WI sends its reservation signal encoded by a
fixed common PN code to all other WIs. The PN code be-
ing common to every WI increases the chance of corrupting
the source-destination addresses of the multiple simultane-
ous requests. Therefore, we propose a non-overlapping/non-
interfering source-destination representation. As shown in
Fig. 3(a) and (b), each transmitter has its own slot to define
its intended receivers. The slots being non-overlapping and
orthogonal does not create any interference with each other
in their aggregate signal as shown by Fig. 3(c). Hence, re-
ceivers can arbitrate among multiple requests and grant the
channel to a single transmitter in NMACmode. The adopted
arbitration logic considers channel access starvation for WIs
and provides priority to multi-cast traffic [3]. We re-use
such non-overlapping signals to ensure synchronous oper-
ation even under jamming attack as discussed in the next
paragraph.

When the MCMC system is under attack, all the WIs
in the system changes its MAC to ACDMA mode and con-
tinue their communication, but with a reduced bandwidth as
the data is now encoded with PN sequence. We consider
providing the highest priority to attack conditions which is
indicated by the attack flag in Fig. 3(d). After detecting a
potential external jamming attack as described in subsection
4.2, aWI uses such signaling encoded by fixed PN code to in-

form other WIs during external jamming. All the other WIs
in MCMC system after receiving the attack signal switches
to AMAC mode simultaneously due to the priority in attack
bit. The PN sequence generation and AMAC communica-
tion are described in the next subsections.
3.3.1. PN Code Selection and Generation

The PN codes are binary sequences that appears to be
random, but, they can be generated in a deterministic man-
ner. However, to generate Gold sequence, two preferred m-
sequences of the same length are required. In each of the
transmitters, we configure two Linear Feedback Shift Reg-
isters (LFSRs) according to the preferred polynomial pair
and XOR their output to finally generate the desired Gold
sequence. Fig. 4 shows the LFSR configuration to generate
a 32 bit gold code. Moreover, to generate a different PN se-
quence for each of the transmitter, we choose different seed
values for each of the transmitters.
3.3.2. ACDMA communication mechanism under

attack
During any persistent jamming attack, all the WIs in the

multichip system change the MAC to ACDMAmode as dis-
cussed in section 3.2. In ACDMA mode, the PN codes are
managed using TC protocol. Before any transmission, sim-
ilar to reservation assisted NMAC mode, the senders use a
common PN code to send non overlapping send requests as
shown in Fig. 3. However, based on the received requests,
multiple receivers can grant access to multiple transmitters
as now communication happens through different ACDMA
channels. We consider the LFSR length to be 5 so that
each PN sequence repeats after 32 cycles which is exactly
the same time duration of a single bit of the baseband sig-
nal. Therefore, each signal in a particular transmitter will
be modulated by the same PN sequence. However, different
transmitters use different codes of the same length because
of having different seed values. Each receiver stores the seed
values in a small tamper-proof memory where the address of
the seeds matches their transmitter address. Therefore, the
receiver already know which PN code to use for demodula-
tion in a particular channel while granting the channel access
through reservation requests. Hence, the additional delay
for seed search does not have any impact on data transmis-
sion. To enhance security the seed values can be dynam-
ically changed as commonly practiced in cellular networks
[29]. The AMAC steps are also depicted in Fig. 2. The
transmitter and receiver architecture will be discussed in the
next section.
3.4. Physical Layer

To combat the persistent jamming, physical layer imple-
ments the components required for both NMAC and AMAC
protocols along with WIs. We propose the use of on-
chip miniature zig-zag antennas operating in the unlicensed
60 GHz mm-wave band to establish direct communication
channels between the WIs. Such antenna provides a band-
width of 16GHz for both intra and inter-chip communica-
tions [24]. We adopt the transceiver design from [31] [30].
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Figure 5: (a) Transmitter (b) Receiver block diagram

Non-coherent On-Off Keying (OOK) based transmitter and
receiver design is chosen, as it allows a relatively simple
and low-power circuit implementation without the need for
power-hungry carrier recovery circuitry [24]. In addition to
the OOKmodulator and demodulator, a CDMA encoder and
decoder is also designed for reservation and AMAC mode
communication.

Irrespective of the NMAC or AMAC mode, as shown in
Fig. 5(a), each transmitter sends a C channel encoded reser-
vation request to access the channel which is decoded in re-
ceiver’s C channel decoder as shown in Fig. 5(b). Then only
base-band data or PN-encoded data is transmitted during
NMAC and AMAC mode respectively. As only one trans-
mitter is active during NMAC, the transmitted data is cap-
tured directly at the receiver. However, due to the adopted
TC protocol for AMAC, the receiver needs to have CDMA
decoders for every ACDMA code-channel. Therefore, in the
receivers, the output of the OOK demodulator is further sent
to a CDMA receiver during an external jamming attack.The
signal is correlated with each regenerated PN code in the re-
ceiver side to create separate receive channels. The PN codes
are regenerated by retrieving the seed for the sender from the
ROM as soon as the receiver responds to the sender’s reser-
vation request and thus, hides the run time PN code regen-
eration latency.

4. Attack Model and Detection
In this section, we present the attackmodel, our proposed

detection and defense mechanism that ensures robust com-
munication under external and internal jamming attack sce-
nario using ML and AML approach.
4.1. Attack Model

In this work, as aformentioned, we consider persistent
jamming-based DoS attacks on the wireless interconnec-

Figure 6: Proposed security framework.

tions of a WiNiP. In the presence of such a persistent DoS
jamming attack either from an external or internal attacker,
there will be interference among the attacker and the legit-
imate transmitter. This interference will cause high error
rates due to interference noise. Moreover, as the attack is
persistent, it will cause errors in contiguous bits of flits re-
sulting in burst errors. Over the duration of the attack, these
errors will span multiple flits and therefore, cause burst er-
rors in consecutive flits of a packet.

Burst errors in both wired and wireless links can hap-
pen as a random event as well such as, power source fluctu-
ations, ground bounce or crosstalk [6]. However, the burst
errors due to random events such as crosstalk will be rela-
tively short lived, due to the data transition pattern in that cy-
cle. On the other hand, burst errors resulting from jamming
attacks could be sustained for longer duration as a shorter
DoS attack is not effective. A few burst errors caused by a
short-lived DoS can be corrected/detected by a burst error
correction/detection (BEC) code or retransmissions. There-
fore, to be truly effective as an attack, the jamming has to be
persistent to cause enough flits to be in error such that the
existing BEC mechanism either cannot correct it or causes
a prohibitively large number of retransmissions. Hence, we
consider persistent jamming attacks either from a single ex-
ternal attacker or a single internal HT which affect the WIs
in the WiNiP. For the internal attacker, we consider upto a
single HT per chip in the MCMC system as that is a smarter
HT insertion approach because the probability of HT detec-
tion increases with increase in the number and footprint of
HTs [1].

We employ ML techniques for attack detection as dis-
cussed in the next subsection. Despite ML being robust to
random noises, it has been shown that ML techniques are
vulnerable to crafted threats, termed as adversarial samples
[9, 25]. Adversarial samples exploit the sensitive features in
the input or theMLmodel, adding noise to which can lead to
misleading the output of the ML model [16, 21]. In similar
manner, in this work, we introduce an adversarial attacker
who can attack the system by cognitively crafting the attack.

The first step to launch such an adversarial threat is to
determine the model (and/or parameters). This is performed
through reverse engineering process by iteratively sending
in the data and obtaining the responses, similar to that in
[10]. Once the reverse engineered model is built, then, the
attacker tries to estimate the model and introduce the per-
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turbations by incrementally increasing the noise to the input
features that are sensitive similar to [18] to evade detection or
to induce false alarms. In this work, we utilize Fast Gradient
Sign Method (FGSM) attack [9] to craft such an adversarial
attack. However, it needs to be noted that direct application
of FGSM is not feasible, as it does not have a notion of rel-
ativity between individual features when crafting an adver-
sarial sample. To combat such scenario, we introduce the
relationship between different features such as number of er-
rors not more than the total number of packets sent in the
form of constraints.
4.2. Attack Detection Methodology

To detect a persistent jamming attack we re-use the
JTAG test infrastructure for probing the wireless intercon-
nect. The architecture of the proposed security framework
is shown in Fig. 6. When the Probe (PRB) signal is asserted
to the security controller from the Attacker Detection Unit
(ADU), theMCMC system suspends its normalWiNiP oper-
ations and enables an LFSR called MAC-LFSR to enter into
the probe mode. Only a single MAC-LFSR is necessary for
the entire MCMC system. The MAC-LFSR grants access of
the wireless medium to each WI in a pseudo-random pattern
to transmit normal data packets such that performance is not
impacted in the probe mode. TheMAC-LFSR sets the MAC
controller of each WI among various chips by utilizing the
serial JTAG boundary scan chain as it is not vulnerable to
wireless jamming. Each WI is equipped with a Data-LFSR.
On being enabled by the MAC-LFSR, the Data-LFSR cre-
ates a packet with pseudo-random bits to be sent from the
WI. This data includes the destination address of the target
WI making the selection of the destination pseudo-random
as well. Data padding is done to embed the source address
of the sendingWI in the packet. In addition, we equip the re-
ceivers of WIs with Wireless Security Unit (WSU) that will
enable detection of persistent jamming from both internal
HTs as well as external attacker. In the next subsection, we
briefly discuss the architecture of the WSU.
4.2.1. Architecture of WSU

In the normal mode of operation, the data flits are re-
ceived at the deserializer buffer of a NoC switch equipped
with a WI. Upon reception of flits at the receiver’s buffer,
flits are sent to the Burst Error Unit (BEU). The BEU em-
ploys the BEC proposed in [6] to detect burst errors. The
corrected flits after burst error correction are sent to the in-
put VCs of the NoC switch to be routed downstream in par-
allel to the error related information as discussed in the next
subsection, being sent to the ML classifier, to remove the
DoS detection mechanism from the critical path of the data
transfer. If the ML classifier detects an attack as opposed to
a random burst error, it asserts a flag to the ADU. The ADU
receives the input from ML classifier and determines if the
attack is internal or external as discussed below.
4.2.2. Machine Learning for Attack Detection

As aforementioned, the considered attacks in this work
primarily result in causing continuous sustained burst errors
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Figure 7: Markov Chain to generate training and test data

in the flits (data corruption). This can be detected by observ-
ing the number of flits in error. In the proposed WiNiP, the
output of BEU, which is the number of burst errors within
a block, is fed to an ML classifier to detect and differen-
tiate attacks. We experimented with multiple ML classi-
fiers such as multi-layer perceptron (MLP), support vector
machine (SVM), k-nearest neighbors (KNN), Decision tree
(DT), and J48 to evaluate the robustness and efficiency of at-
tack detection. For the MLP, we considered a single hidden
layer with 10 nodes is utilized, with two neurons in the out-
put layer. We utilize a polynomial kernel based SVM in this
work, as it considers the combination of the input features
as well as input features for classification. Similarly, we ex-
perimented with k-nearest neighbors with k=1 and 3 in this
work. In addition, we consider two variants of decision clas-
sifiers namelyDT and J48, where J48 is an optimized version
of DT with reduced search space [22].

In order to train the ML classifier, cycle accurate WiNiP
simulator was modeled to operate in one of the three modes:
normal, random burst errors and attack. In the normal mode,
the wireless interconnects are assumed to work with the re-
liability level determined by the operation of the transceiver
and their operating thermal noise. This type of noise is
shown to result in a random Bit Error Rate (BER) of 10−10
or less [30]. The second mode (random burst errors) is mod-
eled with higher BERs as the burst errors are contiguous bits
of flits. BERs of 10−5 is used in this case [6]. Lastly, un-
der DoS attack, a high BER of 0.5 is assumed as for identi-
cally and independently distributed (iid) data bits even a very
high power jamming signal can cause errors only half of the
time on an average. This is because the adopted modulation
mechanism in these wireless interconnects is OOK, where
on an average the data bits are represented as presence or
absence of transmission. Therefore, a jamming signal will
only cause errors when the transmission is supposed to be
absent, which can be assumed to be half of the time for iid
data.

The simulator is modeled to create flit errors based on
these BERs, which are then assumed to be detected by the
BEU. The simulator is made to operate in one of the three
modes dynamically by using a Markov Chain driven pro-
cess, as shown in Fig. 7. The probability of staying in the
attack mode, when already under attack is considered high,
as a jamming attack is effective only when it is sustained
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for sufficiently long duration. The probability of staying in
a random burst error mode when already in it is modeled
low, as random burst errors are short-lived phenomena. The
probability of transition into normal mode from a random
burst error mode is therefore high. The specific probability
values can be altered to model any particular scenario. This
observed data (number of flit errors) along with the operat-
ing mode (attack class i.e., random or burst) is used to train
ML classifiers.
4.2.3. Strengthening Attack Detection with

Adversarial Learning
In order to craft the adversarial perturbations, we con-

sider a functionally reverse engineered ML classifier i.e., a
neural network with � as the hyper parameters, x as the input
to the model (communication information such as number of
packets transmitted, packet errors), and y as the output for
a given input x, and L(�, x, y) as the cost function used to
train the neural network. Then the perturbation required to
misclassify the ongoing communication is determined based
on the cost function gradient of the neural network (in this
case). The adversarial perturbation generated based on the
gradient loss, similar to the FGSM [9] is given by

xadv = x + �sign(∇xL(�, x, y)) (1)
where � is a scaling constant ranging between 0.0 to 1.0 is
set to be very small such that the variation in x (�x) is un-
detectable. In case of FGSM the input x is perturbed along
each dimension in the direction of gradient by a perturba-
tion magnitude of �. Considering a small � leads to well-
disguised adversarial samples that successfully fool the ma-
chine learning model. In contrast to the images, where the
number of features are large, the number of features in our
environment i.e., flit errors are limited. Thus the perturba-
tions need to be crafted carefully and also ensured that they
can be generated during runtime by the applications. For
instance, a flit error higher than transmitted flits makes no
sense and is impossible to implement. Hence, we include a
lower bound on the adversary values that can be predicted.

Once the adversarial pattern is predicted or determined,
the attacker crafts the attacks through induced errors or by
spacing the attack in time so that the errors split over time
as predicted. The attacker internal or external, is modeled to
display the adversarial behavior as discussed above to cre-
ate errors in the communicated flits only when the adversar-
ial model allows rather than assuming constantly high BERs
when in the attack state of the Markov Chain as in the pre-
vious subsection. Therefore, even when the simulator is in
the attack stage, BERs may not be consistently high making
the attack more sophisticated and decrease the likelihood of
a detection. In order to defend against such threats, we incu-
bate a hardener unit. The hardener unit predicts the adversar-
ial samples, similar to the aforementioned attack and updates
the ML classifier model through adversarial training [23].
The hardener is allocated off-chip (on a connected system),
but it updates the weights of the ML classifier to robustify
against the adversarial threats. One can argue that the adver-

sarial training is inefficient in defending against wide range
of crafted threats and large range of perturbations. However,
in this given context, crafting toomany vivid range of threats
is not feasible due to the correlation between features. Fur-
ther, large variations or perturbations can be easily caught,
as large deviation in the errors clearly indicate the presence
of anomaly.
4.2.4. Attacker Detection Unit

It is essential to differentiate between internal and exter-
nal jamming attack as defense mechanism depends on attack
type. The ADU takes as an input the signal from the ML
classifier that detects the type of a jamming based DoS at-
tack. On the detection of an attack through ML classifier,
the ADU activates the probe mode and all the WIs operate
according to the NMACmechanism controlled by theMAC-
LFSR. The MAC-LFSR generates an encoded signal which
is decoded to create a one-hot signal and is sent over JTAG
boundary scan chain to the transmitters of all the WIs. A
parallel-load shift register is used to serialize this one-hot
signal. At each transmitter this signal is ANDed with the
CLK signal as shown in Fig. 6. Thus, only one transmitter
is enabled to transmits data flits over the WI in one instance.

The very first MAC is initialized as an all-zero signal
to disable all WIs from transmitting. In this case, if any of
the WIs still receives wireless transmission, it implies that
the jamming source is an external attacker as none of the
internal transmitters are powered on. An External Jamming
(EJAM) flag is sent to the Defense Unit (DU). However, if in
this case, there is no RF transmissions received, the MAC-
LFSR progresses to further probing by cycling through the
MAC-LFSR where, only one transmitter is powered on in
each cycle. In these cases, where the enabled WI is not the
internal attacker, there will be interference in received flits at
the WIs due to continuous jamming from the attacker. Only
in the case where the MAC-LFSR enables the attacker there
will be no interference and correct reception will be received
at the WIs. So, the algorithm declares the WI that is enabled
by the MAC-LFSR in which case there is no interference, as
the internal attacker. The ID of this WI and an Internal Jam-
ming (IJAM) flag is passed to the DU. For external attacker
an invalid (out of range) ID is sent.

5. Defense After Detection
DU implements different defensive measures based on

the attack type. TheADUpasses the address of theWI that is
determined to be the attacker to the DU. If the address passed
on to the DU indicates the address of an internal attacker,
the DU sends IJAM signal to disable only the power supply
to the indicated WI and updates the routing table of its NoC
switch to prevent the use of theWI equipped port. Moreover,
as there are at least 2 WIs in each chip, the WI that is not
compromised will inform other WIs in the MCMC system
to update their routing table for the compromised WI. Now,
all the incoming packets at the compromised WI will be di-
verted to the other WI on the chip via wired links. Hence,
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Table 1
Component configuration for simulation

Component Configuration
System size 64 cores, Out-of-Order, 16cores/chip
Cache 32KB (private L1), 512KB (shared L2), MOESI
NoC router 3 stage pipelined 5 ports,0.078pJ/bit(wired)
Total VC 4, each 8 flits deep, 32 bits/flit
Wired NoC links 32-bit flits, single cycle latency, 0.2pJ/bit/mm
OOK transceiver 16Gbps, 2.03pJ/bit, 60GHz, 2WIs/chip
CDMA encoder, decoder [27], 16Gbps, 0.66 pJ/bit
Memory links 128Gbps, 6.5pj/bit [11]
Technology 65nm, 1V supply, 1GHz clock

only the HT infected WI is disabled and other WIs continue
to use the wireless medium.

In case the attacker is an external agent, the DU of the
enables the detecting WI to send control signal as shown
in Fig. 3(d) over the common reservation channel by set-
ting the EJAM and reservation flag on the transmitter side.
The reservation channel like the other ACDMA channels is
resilient to jamming. Moreover, as the signal has the at-
tack flag set and is broadcast in nature, every WI in MCMC
can switch the MAC mode to AMAC simultaneously and
continue communication even under external persistent jam-
ming attack. Moreover, for an external attack, the ADU pe-
riodically probes the system to restore the system to NMAC
mode once the external jammer is no longer active.

6. Results and Analysis
Here, we evaluate the performance of the proposed uni-

fied test and security of WiNiP under different attack sce-
narios. We also compare the performance of various ML
classifiers for attack detection with and without adversarial
learning. The section concludes with our study on the code
length selection and system scaling.
6.1. Simulation Setup

Simulation of wireless interconnection requires a com-
bination of multiple simulation tools. We use ASIC design
flowswith SynopsysDesign Compiler with 65nmCMP stan-
dard cell libraries (https://mycmp.fr/) to model the digital
parts of the WiNiP such as NoC switches and the WSU. The
BEU encoder and decoder is implemented as two pipelined
stages in the WIs to accommodate their delay [6]. The char-
acteristics of the antenna and the transceivers are simulated
in High-Frequency Structural Simulator (HFSS) and Ca-
dence Virtuoso respectively. The delay and energy dissipa-
tion on the wireline links are obtained through Cadence sim-
ulations considering the specific lengths of each link based
on the NoC topology assuming 20mm×20mm chips. The
power and delay overheads of the NoC switches, wired and
wireless links, and transceivers were considered during sim-
ulation. The power and delay overheads of the proposed
WSUwere also considered while running the cycle-accurate
simulation. The simulation parameters are listed in Table 1.

We evaluate the proposed system in terms of average
packet latency and average packet energy for application-
specific traffic patterns from PARSEC and SPLASH2 bench-

mark suites. We consider a 4 chip system with 4 in-package
memory modules. The core configurations in Table 1 have
been used to extract the core-to-memory and cache co-
herency traffic for these applications when they are executed
until completion using SynFull [4]. In order to map these
traffic patterns to theMCMC environment, we consider mul-
tiple threads of the same application kernel running on the
MCMC system where each processing core executes a sin-
gle thread and the memory stacks are shared among threads.
Before discussing the results for application specif traffic we
first evaluate the performance of the ML classifiers.
6.2. Performance of the Attack Detection

Table 2 presents the accuracy and robustness of differ-
ent ML classifiers when deployed to detect the DoS attacks.
To compare the ML classifiers with a heuristic method as
proposed in [13], we consider a similar threshold-based ap-
proach. For the neural network (MLP) a single hidden layer
with 10 nodes is utilized. One can observe from Table 2,
among different classifiers, KNN achieves high attack de-
tection accuracy of nearly 99.87%, higher than other tech-
niques. We anticipate this behavior, as no assumptions are
made regarding the data during the training phase of KNN.
We have experimented with k = 1, 3 for KNN and have ob-
served a similar performance, hence considered k = 1 in this
work due to its reduced complexity. Although SVM showed
high accuracy, it is observed in experiments that it is not able
to detect sporadic variations such as spontaneous random er-
rors, and is hence not the best option. It can be argued that
the hyper-parameters of other ML classifiers can be tuned to
improve the performance, however optimizing the ML clas-
sifiers is not the focus nor contribution of this work.

During the runtime for the attack detection, the KNN
classifier is fed with the information whether a flit is received
or not and whether a burst error is detected or not, to de-
tect the mode of operation of the system. The simulation
data for a hundred thousand cycles was used to train each
of the ML Classifiers and is then tested on a new hundred
thousand cycles of simulation which were not used in train-
ing. The KNN classifier achieves a detection accuracy of
99.87% accuracy. Also, it has a Recall, F-score and Area
Under the Curve (AUC) of 0.99, 0.99 and 0.99 respectively,
showing high robustness. Furthermore, as shown in Table
2, the threshold based mechanism is not as accurate as the
chosen machine learning (KNN) approach.

In this threshold-based approach, two thresholds are nec-
essary, to separate between the attack mode, burst error
mode and normal mode. The thresholds are computed based
on the same data that was used to train the machine learn-
ing algorithms. The threshold between the attack mode and
burst error mode is chosen to be equidistant from the aver-
age number of erroneous flits in burst errors and jamming
induced errors. Likewise, the threshold to separate the burst
error mode from the normal mode is chosen to be equidis-
tant from the average number of flit errors in burst mode and
normal mode. We further evaluate the detection accuracy in
presence of adversarial attacks next.
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Table 2
Attack detection performance of ML classifiers

ML classifier Accuracy (%) Recall F-score AUC
ANN 47.86 0.48 0.65 0.47
SVM 98.96 0.98 0.98 0.99
KNN 99.87 0.99 0.99 0.99
DT 52.46 0.52 0.69 0.53

Thresh 94.55 0.92 0.92 0.95

Table 3
Attack detection in presence of adversaries

Accuracy (%) Recall F-score Precision
After attack 85.67 0.94 0.86 0.79

W Adv. Training 95.95 0.97 0.97 0.97

6.3. Detection Accuracy with Adversarial Attacks
We also evaluate the impact of the crafted adversaries

on the traditional ML-based threat detectors and the impact
on the enhanced detector i.e., hardener unit trained with ad-
versarial samples. Table 3 presents the performance of the
traditional and hardener detectors. As one can observe that
under normal threat conditions, the ML classifier (KNN) is
able to achieve an accuracy of 99.87%. However, under the
adversarial scenarios, the accuracy of the same KNN drops
to 85.67%. A similar degradation in terms of performance is
observed in other metrics too. Subsequently, through the ad-
versarial training an improvement in the accuracy to 95.95%
is observed with a similar trend in other performance met-
rics. One can observe that the performance with adver-
sarial training makes the classifier to have lower accuracy
compared to the normal classifier. However, it should be
noted that in this case the system is under attack from a
smarter attacker which has adversarial knowledge of the sys-
tem and that without the adversarial training theWSUwould
be much less accurate.

In addition to the performance benefits, ML classifiers
also incur silicon and resource overheads. To obtain these
metrics, the post-synthesis models of the ML classifiers
with 65nm standard cell libraries (https://mycmp.fr/) are de-
signed using Synopsys. Table 4 presents the incurred over-
head in terms of area, power and delay of the deployed ML
Classifiers. In addition to KNN performing a good attack
detection, KNN also incurs lowest area and power consump-
tion, hence, we adopt the KNN Classifier for the evaluation
of overall system. It can be argued that the delay of the KNN
classifier is not the optimal, however, we choose KNN for at-
tack detection, as the ML Classifier is not in the path of data
transmission of theWiNoC, as shown in the proposed secure
wireless architecture in Figure 6. Therefore, the ML classi-
fier does not add latency overhead to the data transmission of
the WiNiP. Despite having low latency, threshold-based ap-
proach has higher area and power consumption due to the
involved floating point computations and comparisons, as
shown in Table 4. As the hardener unit does not involve ad-
ditional operations during inference rather than change in the
weights of the classifiers, it does not incur additional over-
heads.

Table 4
Overhead analysis for different ML classifiers

Classifier Area (�m2) Power (�W) Timing (ns)
ANN 34448.79 6299.3 0.41
SVM 5412.01 8076.1 0.37
KNN 105.28 27.075 0.56
DT 127.32 41.12 0.23

Thresh 24262.63 22515.2 0.07

6.4. Performance Evaluation Under Persistent
Jamming

As the proposed architecture takes different defensive
measures for internal and external attack, in this subsection,
we study the impact of such measures on system energy and
latency using application-specific traffic patterns.
6.4.1. Internal jamming

Disabling a compromised WI (CWI) in case of internal
attack, forces the incoming flits to change its route toward the
remaining WI for chip-to-chip communication. Therefore,
it introduces congestion for other WI nodes and increases
latency as well as energy consumption. We consider three
scenarios for our performance evaluation under internal at-
tack. First, we consider MCMC system with one CWI for
the entire (4 chip) system (1-CWI/sys). Second, we consider
an MCMC system having one CWI per chip (1-CWI/chip).
We compared these scenarios with a wired-onlyMCMC sys-
tem where the cores at the edges of each chip are connected
to corresponding cores in the other chip with a mesh topol-
ogy over high-speed I/Os. The baseline system represents
WiNiP operating in jamming-free condition. As we consid-
ered twoWIs per chip, a system having more than one CWIs
in a chip indicate a complete system failure and JTAG chain
can be used for multichip communication with huge latency
penalty It can be observed fromFig. 8 that, although both the
latency and energy consumption of the WiNiP increase with
increasing number of compromised nodes, it is still lower
than the wired MCMC system as each flit does not have to
traverse through energy and latency-hungry NoC links and
I/O modules. However, the average packet latency is 1.44×
of the baseline system.
6.4.2. External jamming

In the presence of an external persistent jamming attack,
the MAC switches to ACDMA which ensures secure com-
munication. However, it increases the average packet latency
due to the encoding and decoding through PN sequence.
Moreover, the runtime PN sequence generation through LS-
FRs and CDMA transceivers introduces additional energy
overhead. The energy and latency overhead increases with
the PN Code Length (CL). The relative performance degra-
dation of ACDMA communication under external persistent
jamming with respect to the baseline NMAC mode commu-
nication for different PN CL in bits (16b, 32b, 64b) has been
shown in Fig. 9. It can be observed from the figure that, us-
ing a higher CL increases latency and energy consumption
while providing higher security.
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Figure 8: Performance evaluation (a) Latency (b) Energy under internal jamming attack for different systems.

Figure 9: Performance evaluation (a) Latency (b) Energy under external jamming attack for different PN code length.

Figure 10: SINR value for different PN code length.

6.5. Optimum CL Selection
In AMAC mode communication, the system perfor-

mance and communication security are heavily depended on
PN code length. Fig. 9 shows the effect of PN CL on system
latency and energy. In this subsection we analyze the effect
of CL on system security.

In ACDMA, all the simultaneous wireless transmissions
appears as noise for a particular receiver. Moreover, the at-
tacker can also introduce its interference noise and vary its
output power to decrease the Signal to Noise plus Interfer-
ence Ratio (SINR). Therefore, we determine the maximum
power of the attacker that can be tolerated for a reliable com-
munication for each of the CL considered above. We tar-

get an SINR of 15db [24] that results in a BER of 10−15
which is comparable of wired link’s BER. For each trans-
mitter and receiver pair we adopt the transmitter power of
-23.93dBm, the noise floor of -69.43dBm and the path loss
of 26.5dB [27]. We consider one valid communicating WI
pair and model other and attacker transmission as noise in
the receiver side. Fig.10 shows the SINR variation for vari-
ous PN CL (in bits) in any receiver after considering the auto
and cross-correlation among PN codes. The 16b PN code re-
sults in lower SINR although it showed better latency and en-
ergy performance in Fig.9. The 64b PN code though provide
marginally better SINR than 32b PN, its latency and energy
performance is worse than wireline interconnection archi-
tecture as shown in Fig.9. From Fig. 9 it can be seen that
the 32 bit PN sequence increases the average packet latency
by 1.56× and average packet energy by 1.31× compared to
baseline while still outperforming the wired counterpart and
therefore, we choose the 32b PN code for the best trade-off
between performance and security.
6.6. Overall Area Overhead

In the previous sections we have observed the area over-
heads incurred by the ML classifiers. Here, we summarize
the overall overhead of other components of theWSU. Based
on post-synthesis RTLmodels in the 65nm technology node,
the area overheads of the WSU is 0.0047 mm2 per WI in-
cluding the data, MAC LFSRs. The area overhead of the
transceiver (Tx-Rx) is around 0.17 mm2 [31][30], making
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Table 5
Overhead analysis of WSU and Tx-Rx

Component Area (mm2) Power (mW) Delay (ns)
WSU 0.0047 1.01 1.12
Tx-Rx 0.17 23 0.0625

the overhead only 3.9% of the transceivers. Table 5 summa-
rizes the area, power and delay overheads of the WSU and
transceiver. In WSU, only the BEU is in critical data path
providing a delay of 0.8ns [6].

7. Conclusions
In this work, we propose secure mm-wave wireless inter-

connection architecture for MCMC systems. While wireless
interconnects can improve the performance of the off-chip
communication in MCMC system through energy efficient
single hop links, they are also vulnerable to various secu-
rity threats like jamming-based DoS attack. With the pro-
posed ML-based attack detection and defense scheme, the
proposed WiNiP architecture can detect both external and
internal persistent jamming-based DoS attack with an accu-
racy of 99.87%. Moreover, the proposed ML is also robust
and shows an accuracy of 95.95% even in presence of ad-
versaries. Most importantly, with the re-configurable MAC
proposed in this paper, the MCMC system could sustain on
and off-chip communication even under persistent jamming
attack with an average latency increment of 1.56× compared
to baseline for a 32b PN code length. However, the secure
WiNiP interconnection architecture outperformed the wired
counterpart for both internal and external persistent jamming
attack with very minimal area overhead.
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