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Increasing value and reducing waste in research design, 
conduct, and analysis
John P A Ioannidis, Sander Greenland, Mark A Hlatky, Muin J Khoury, Malcolm R Macleod, David Moher, Kenneth F Schulz, Robert Tibshirani

Correctable weaknesses in the design, conduct, and analysis of biomedical and public health research studies can 
produce misleading results and waste valuable resources. Small eff ects can be diffi  cult to distinguish from bias 
introduced by study design and analyses. An absence of detailed written protocols and poor documentation of 
research is common. Information obtained might not be useful or important, and statistical precision or power is 
often too low or used in a misleading way. Insuffi  cient consideration might be given to both previous and continuing 
studies. Arbitrary choice of analyses and an overemphasis on random extremes might aff ect the reported fi ndings. 
Several problems relate to the research workforce, including failure to involve experienced statisticians and 
methodologists, failure to train clinical researchers and laboratory scientists in research methods and design, and the 
involvement of stakeholders with confl icts of interest. Inadequate emphasis is placed on recording of research 
decisions and on reproducibility of research. Finally, reward systems incentivise quantity more than quality, and 
novelty more than reliability. We propose potential solutions for these problems, including improvements in protocols 
and documentation, consideration of evidence from studies in progress, standardisation of research eff orts, 
optimisation and training of an experienced and non-confl icted scientifi c workforce, and reconsideration of scientifi c 
reward systems.

Introduction
Design, conduct, and analysis of biomedical and public 
health research form an interdependent continuum. 

Some specialties have more effi  cient mechanisms than 
others to optimise the design, conduct, and analysis of 
studies, providing the opportunity for diff erent specialties 
to learn from successful approaches and avoid common 
pitfalls. The rapid introduction of new biological 
measurement methods involving genomes, gene 
products, biomarkers, and their interactions has 
promoted novel and complex analysis methods that are 
incompletely understood by many researchers and might 
have their own weaknesses. Additionally, biomedical and 
public health research increasingly interacts with many 
disciplines, using methods and collaborating with 
scientists from other sciences, such as economics, 
operational research, behavioural sciences, and inform-
atics,1 heightening the need for careful study design, 
conduct, and analysis.

These issues are often related to misuse of statistical 
methods, which is accentuated by inadequate training in 
methods. For example, a study2 of reports published in 
2001 showed that p values did not correspond to the 
given test statistics in 38% of articles published in Nature 
and 25% in the British Medical Journal. Prevalent confl icts 
of interest can also aff ect the design, analysis, and 
interpretation of results. Problems in study design go 
beyond statistical analysis, and are shown by the poor 
reproducibility of research. Researchers at Bayer3 could 
not replicate 43 of 67 oncological and cardiovascular 
fi ndings reported in academic publications. Researchers 
at Amgen could not reproduce 47 of 53 landmark 
oncological fi ndings for potential drug targets.4 The 
scientifi c reward system places insuffi  cient emphasis on 
investigators doing rigorous studies and obtaining 
reproducible results.
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Recommendations

1 Make publicly available the full protocols, analysis plans or 
sequence of analytical choices, and raw data for all 
designed and undertaken biomedical research
• Monitoring—proportion of reported studies with 

publicly available (ideally preregistered) protocol and 
analysis plans, and proportion with raw data and 
analytical algorithms publicly available within 
6 months after publication of a study report

2 Maximise the eff ect-to-bias ratio in research through 
defensible design and conduct standards, a well 
trained methodological research workforce, continuing 
professional development, and involvement of 
non-confl icted stakeholders
• Monitoring—proportion of publications without 

confl icts of interest, as attested by declaration 
statements and then checked by reviewers; the 
proportion of publications with involvement 
of scientists who are methodologically well qualifi ed is 
also important, but diffi  cult to document

3 Reward (with funding, and academic or other recognition) 
reproducibility practices and reproducible research, and 
enable an effi  cient culture for replication of research
• Monitoring—proportion of research studies 

undergoing rigorous independent replication and 
reproducibility checks, and proportion replicated and 
reproduced

http://crossmark.crossref.org/dialog/?doi=10.1016/S0140-6736(13)62227-8&domain=pdf
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Problems related to research methodology are 
intricately linked to the training and composition of the 
scientifi c workforce, to the scientifi c environment, and to 
the reward system. We discuss the problems and suggest 
potential solutions from all these perspectives. We 
provide examples from randomised trials, traditional 
epidemiology studies, systematic reviews, genetic and 
molecular epidemiology studies, so-called omics, and 
animal studies. Further reading for each section is 
provided in the appendix. 

Eff ect-to-bias ratio
The problem
In research, many eff ects of interest are fairly small, 
including those seen in clinical trials and meta-
analyses,5 biomarker studies,6 traditional7–10 and 
genome11 epidemiology studies, and omics.12 Small eff ects 
are diffi  cult to distinguish from biases (infor mation, 
selection, confounding, etc).8,13 When eff ects and biases 
are potentially of similar magnitude, the validity of any 
signal is questionable. Design choices can increase the 
signal, decrease the noise, or both. For example, in-
vestigators might enhance the signal in a clinical trial by 
inclusion of only high-risk groups,14 but this design choice 
could reduce the generalisability of the study results. 
Sometimes, issues might diff er for signals of eff ectiveness 
versus signals of adverse events.14 Many biases might 
infl ate estimates of eff ectiveness, but underestimate 
adverse eff ects, especially when fi nancial confl icts of 
interest exist.

Several meta-epidemiological studies have shown that 
design features can aff ect the magnitude of eff ect esti-
mates. For randomised trials, allocation concealment, 
blinding, and method of randomisation might modify 
eff ect estimates, especially for subjective outcomes.15 For 
case-control study designs, the range of disease can aff ect 
estimates of diagnostic accuracy,16,17 and choice of 
population (derived from randomised or observational 
datasets) can aff ect estimates of predictive discrimination 
for biomarkers.18 Modelling is open to a wide range of 
subtle biases in model specifi cation.

Options for improvement
For exposures or interventions for which the existence of 
an eff ect is unknown or controversial, the eff ect-to-bias 
ratio might be improved by research involving large 
eff ects and by reduction of biases. For research involving 
large eff ects, investigators should acknowledge that the 
eff ect is being documented in favourable circumstances. 
If an eff ect is documented in design conditions that have 
been chosen to infl ate the eff ect size, then generalisation 
to other settings or unselected populations should take 
account of this selection. Anticipation, acknowledgment, 
and estimation of the magnitude of the eff ect-to-bias 
ratio are all needed to decide whether undertaking of the 
proposed research is even justifi able. The minimum 
acceptable eff ect-to-bias ratio can vary in diff erent types 

of designs and research specialties. Research eff orts in 
domains in which the eff ect-to-bias ratio is low might be 
futile and need to await reductions in biases. For 
example, results from tens of thousands of candidate 
gene studies yielded little reliable information at a time 
when genotyping errors, population stratifi cation, 
selective reporting, and other biases were extremely large 
compared with genetic eff ects.19

In several specialties, criteria are being developed that 
try to rank the credibility of eff ects on the basis of what 
biases might exist and how they might have been handled. 
Examples are GRADE (Grading of Recommendations 
Assessment, Development and Evaluation) for clinical 
evidence;20 the American Heart Association criteria for 
novel biomarkers;21 and the Venice criteria for genetic 
associations,22 and their extrapolation to gene–environ-
ment interactions.23

There is a pressing need to improve the quality of 
research to minimise biases. Some of the benefi ts might 
occur indirectly, through pressure to improve reporting 
(see Chan and colleagues24 in this Series). However, 
additional eff orts should focus directly on improvements 
in conduct of studies to maximise the eff ect-to-bias ratio. 
Journals should consider setting some design 
prerequisites for particular types of studies before they 
accept reports for publication. This requirement goes 
beyond simply asking for transparency from investigators 
in reporting of what was done. Examples include the 
MIAME (Minimum Information About a Microarray 
Experiment) guidelines for microarray experiments25 and 
similar guidelines for other types of experiments.26,27 Some 
of the reporting guidelines for animal studies have 
suggestions for improved study design and conduct.28,29

Finally, funders could help to promote high-quality 
research. Many expert panels note the large number of 
excellent applications that they receive, but this perception 
is not consistent with the quality of reported research 
(fi gure). Members of funding panels, often drawn from 
the research community itself, might be reluctant to 
impose a high quality threshold that could disadvantage 
many investigators. The scientifi c and administrative 
leadership of funding agencies could clarify the great 
importance that they attach to study quality and the 
minimum standards that they require to reduce the 
eff ect-to-bias threshold to an acceptable level.

Development of protocols and improvement 
of designs
Problem 1: poor protocols and designs
The extent to which research is done on the basis of a 
rudimentary protocol or no protocol at all is unknown, 
because even when protocols are written, they are often 
not publicly available. Consequently, researchers might 
improvise during the conduct of their studies, and place 
undue emphasis on chance fi ndings. Although some 
improvisation is unavoidable because of unanticipated 
events during a study (eg, an unexpectedly high dropout 
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rate, or unpredicted adverse events), changes in the 
research plan are often poorly documented30 and not 
present in formal data analyses (eg, non-response and 
refusal data might be neither reported nor used to adjust 
formal uncertainty measures).

Problem 2: poor utility of information
Studies are often designed without proper consideration 
of the value or usefulness of the information that they 
will produce. Although replication of previous research 
is a core principle of science, at some point, duplicative 
investigations contribute little additional value. 
Conversely, one study in a previously understudied 
domain might supply too little information to be useful, 
and small, uninformative studies remain common in 
several specialties.31–34 In principle, analysis of the 
expected information content of a study (value of 
information) might guide judgments about whether it is 
reasonable to initiate or fund a particular study, but there 
has been very little experience with this technique.35

Problem 3: statistical power and outcome 
misconceptions
Calculations of power needed to reject the null hypothesis 
are conventional, but they can mislead because they 
assume that no problem will occur during the study, no 
other evidence will be available to inform decision 
makers, and that the arbitrary α 0·05 strikes the proper 
balance between false acceptance or rejection of the null 
hypothesis. These conditions hardly ever exist. Moreover, 
a study with high power to reject the null hypothesis that 
fails to reject it at the conventional (5%) α-error-level 
might still support the alternative hypothesis better than 
it does the null.36

The quest for adequate statistical power might lead 
researchers to choose outcome measures that are 
clinically trivial or scientifi cally irrelevant.37 For example, 
trials of cholinesterase inhibitors in Alzheimer’s disease 
have used cognitive function scales that allow detection 
of small, yet clinically meaningless, changes.38 Researchers 
often use composite outcomes in an attempt to boost 
statistical power, but the components of the composite 
might not show the same underlying disease process, or 
might be subject to clinically subjective decisions—eg, 
the composite of death, myocardial infarction, or repeat 
revascularisation.39,40

In animal studies investigators commonly use less 
clinically relevant outcome measures than in human trials, 
which could lead to statistically robust eff ect sizes, or they 
use experimental injury models primed to have large all-
or-nothing treatment eff ects. Such statistical optimisation 
comes at the cost of generalisability, because extrapolation 
might be required not only across species, but also across 
doses, sometimes by many orders of magnitude.

Problem 4: insuffi  cient consideration of other evidence
Typically, every study is designed, done, and discussed in 
isolation41 (see Chalmers and colleagues42 in this Series). 
Moreover, most research designs do not take account of 
similar studies being done at the same time.43 The total 
sample size of clinical trials that are in progress might 
exceed the total sample size of all completed trials.44 The 
launch of yet another trial might be unnecessary. The 
need for replication of biomedical research should be 
balanced with the avoidance of mere repetition.

Problem 5: subjective, non-standardised defi nitions and 
vibration of eff ects
Many defi nitions and most analyses involve subjective 
judgments that leave much room for the so-called vibration 
of eff ects during statistical analysis.43 Vibration of eff ects 
means that results can diff er (they vibrate over a wide 
possible range), dependent on how the analysis is done. 
This eff ect occurs when many variations can be used in 
analyses—eg, many variables to include in, or exclude 
from, statistical adjustments; diff erent statistical models to 
be used; diff erent defi nitions of outcomes and predictors; 
and use of diff erent inclusion and exclusion criteria for the 
study population. Many combinations of these analysis 
options can be used, and the results can vary, depending 
on which are chosen. This variance can lead to bias if only 
a few chosen analyses are reported, especially if the 
investigators have a preference for a particular result or are 
infl uenced by optimism bias.45

Systematic reviews of previous data are an interesting 
challenge in this regard, because they are done retro-
spectively, and investigators might have some knowledge 
of the data, even as they design the review. Confl icted 
investigators (eg, those with professional confl icts or 
industry support) could design the study protocol in a way 
that would favour the outcomes that they want to 

Figure: Trends in three methodological quality indicators for reports of in-vivo studies
We randomly sampled 2000 records from PubMed (published 1960–2012) on the basis of their PubMed ID (see 
appendix for details and the study dataset). 254 reports described in-vivo, ex-vivo, or in-vitro experiments involving 
non-human animals. Two investigators independently judged whether blinded assessment of outcome, 
randomisation, or a confl icts of interest statement were included. The proportion reports including this information is 
described in quintiles of publication year, along with their 95% CI. Sample size calculation, concealment of allocation 
sequence, or blinded conduct of the experiment were not reported for any study, so are not shown. The appendix 
contains detailed protocol, data extraction process, fl ow diagram, and raw data.
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obtain.46 Industry-supported systematic reviews obtain 
favourable results more often than do other systematic 
reviews, although the diff erence lies more in the inter-
pretation of the results rather than in the actual numbers.47,48

Options for improvement: protocols and 
documentation
Clinical trials and other studies that are not exploratory 
research should be done in accordance with detailed 
written plans, with advance public deposition of the 
protocol.49–51 Use of a strict preconceived protocol might 
not be feasible for some exploratory research, but 
nonetheless investigators should rigorously document 
the sequence of decisions and fi ndings made in the 
course of the study, and reasons for those decisions. 
Even in randomised trials and other extensively 
designed studies, some post-hoc decisions might need 
to be made. Reports of such studies should distinguish 
clearly between prespecifi ed analyses and post-hoc 
explorations of the data. Systematic reviews with 
written protocols detailing prespecifi ed steps can now 
be registered prospectively.52,53 Protocol registration will 
not avoid the need for unanticipated deviations from 
the protocol, but would make deviations more visible 
and open to public judgment (panel 1).

Registration of clinical trials became widespread only 
when it became a prerequisite for publication in most 
major journals. Similarly, protocol or dataset registration 
and deposition is likely to become widely adopted only 
with similar incentives—eg, if a prerequisite for funding 
and publication of research reports. For some types of 
studies, especially those involving microarray and 
macromolecular data, public deposition of protocols, 
data, and analyses have already become stated 
prerequisites for most major journals, but these practices 
are inadequately en forced.54 Another option is to 
encourage or require full external peer review and 
publication of protocols in journals. Funding agencies or 
institutional review boards peer review some research 
protocols, but many are not reviewed. Public review 
might enhance the relevance and quality of these 
investigations, although empirical evidence is needed. 
Periodic comparisons of study protocols with published 
results30,55 could provide useful feedback to investigators, 
journals, and funding agencies.

For important epidemiological research that must be 
done with use of highly exploratory analyses (eg, routine 
database screening for identifi cation of adverse events), 
documentation of how studies were done, including 
decisions made along the way, is essential to provide trans-
parency. Information about key study events, such as 
refusal rates and dropouts, should be incorporated into 
data analyses and reporting. Methods for analysis of 
missing data show promise for incorporation of these and 
other uncertainty sources,56,57 although prevention of 
missing data is, by far, the most preferable solution. No 
methods to address missing data can defi nitively eliminate 

or adjust for potential selection bias in a randomised trial 
with substantial losses after randomisation when those 
losses diff er substantially between the randomised groups.

For preclinical laboratory and animal studies, pre-
specifi ed protocols that are publicly deposited might also 
be desirable. Researchers who do this research have little 
experience of using protocols, and feasibility needs to be 
probed. Date-stamped study protocols—including a 
statement of purpose or the hypotheses to be tested, 
power calculations, methods for data collection, and a 
statistical analysis plan—could be made available to 
journal reviewers on request.

Options for improvement: use of information, and 
precision, power, and outcomes
Whenever appropriate, proposals for study funding should 
include realistic calculations of power or expected precision 
based on clinically relevant outcomes. Investigators de-
signing clinical trials should consider pragmatic 
designs58,59 and patient-centred outcomes,60,61 which would 
be important to the end-users of the research (see also 
Chalmers and colleagues42 in this Series). When feasible, 
investigators might consider the value of information 
anticipated from the study in view of its anticipated cost.

Panel 1: Protocols for systematic reviews and their registration

Protocols for systematic reviews, like any other research endeavour, are important. They 
provide the researchers with an explicit research plan and allow others to fi nd possible 
discrepancies between the fi nal review publication and its protocol. In a study of 
213 systematic reviews indexed in PubMed in November, 2004, examining therapeutic 
eff ectiveness, investigators of almost all the Cochrane reviews reported use of a protocol 
(122 (98%) of 125), whereas only some investigators of non-Cochrane reviews did so 
(ten (11%) of 88). Similar fi ndings have been reported elsewhere. Although some of the 
researchers who did not report use of a protocol might have used one, it is unlikely that 
all of them did so.

To help to overcome reporting biases and other problems, such as unnecessary 
duplication, and improve transparency, an international register for systematic reviews 
was launched in February, 2011, called PROSPERO.53 PROSPERO is an international 
database of prospectively registered systematic reviews. Key features from the review 
protocol are recorded and maintained as a permanent record. The register is internet-
based, free to search, and open for free registration to anyone doing a systematic review 
for which there is a health-related outcome. The aim of the register is to provide 
transparency in the review process, help to reduce unplanned duplication of reviews, 
and enable comparison of reported review fi ndings with what was planned in the 
protocol. This register might serve to discourage bias in the conduct and reporting of 
systematic reviews.

As of May, 2013, investigators had registered more than 1000 systematic review protocols 
from 27 countries. The National Institutes for Health Research, UK, have mandated the 
registration of systematic reviews that they fund. The Canadian Institutes of Health 
Research are working on a similar policy initiative. Systematic Reviews, an open-access 
Medline-indexed journal, publishes systematic review protocols. Since launch in February, 
2012, the journal has published 89 protocols (as of November, 2013). These initiatives will 
also enable researchers to periodically assess the association between review protocols and 
fi nal publications.
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 Biobanks and clinical data registries are constructed 
to have several uses; some uses might be predicted and 
others will arise with emergence of new technologies 
and new questions of interest. Nevertheless, some 
rational design calculations (power or sample size, or 
precision) should be done, at least those based on uses 
foreseeable at the time the study was designed.62 Protocols 
should be written prospectively for studies on the basis 
of such data repositories. Translational research for new 
technologies (eg, the development of diagnostic tests 
from genomics) might benefi t from value of infor mation 
analysis because of rapidly evolving information and the 
inability to do randomised clinical trials in many cases. 
Formal methods of modelling have been suggested.63

For animal studies, eff ects of realistic treatment doses 
might be small, and therefore appropriately powered 
studies will have to be large. To increase the generalisability 
of fi ndings, investigators should plan for heterogeneity in 
the circumstances of testing.64,65 For these large studies to 
be feasible, consideration should be given to the 
development of multicentre animal studies.66,67

Options for improvement: consideration of evidence
Researchers should anticipate evidence from continuing 
research when they design new studies. For example, 
investigators designing new randomised trials should 
consider previous trials and trials that are in progress to 
identify the most important remaining questions and 
comparisons.42,68 This awareness of all evidence44 might 
improve effi  ciency in use of resources and provide more 
informative results. Several specialties have been 
transformed by large-scale collaborative consortia of 
investigators working on the same subject, particularly 
human genome epidemiology.69,70 Large and inclusive 
consortia can have a more comprehensive view of what is 
already available or underway in the specialty through 
the enhancement of communication between 
investigators. New and interesting ideas can be proposed 
by individual investigators and then tested effi  ciently at 
the consortium level. Consortia have been particularly 
successful in situations in which there is consensus that 
maximisation of sample size is paramount, such as in 
genome-wide association studies.

Options for improvement: standardisation of eff orts
Full standardisation of defi nitions and analytical pro-
cedures could be feasible for new research eff orts. For 
existing datasets and studies, harmonisation attempts to 
achieve some, but not necessarily perfect, homo geneity of 
defi nitions might need substantial eff ort and 
coordination.71 Large consortia and collaborations can 
allow the use of a common language among investigators 
for clinical defi nitions, laboratory measurements, and 
statistical analyses. Some specialties have improved and 
standardised their operating outcome defi nitions through 
international collaboration, both for clinical research (eg, 
OMERACT [Outcome Measures in Rheumatology] in 

rheumatic diseases) and for animal studies (eg, the 
European Mouse Phenotyping Resource of Standardised 
Screens). Diff erent specialties face diff erent challenges in 
the standardisation of analysis practices. For example, 
randomised clinical trials have a very long standing history 
and some methods are widely accepted as the standard—
eg, the intention-to-treat principle, or use of Kaplan-Meier 
plots with the log-rank test. Deviations from these 
standards usually have to be explained. Conversely, in 
other specialties, many alternative methods exist, none 
with strong enough rationale to be preferred. Irrespective 
of which method is used, all results should be presented, 
not only the most interesting results (see Chan and 
colleagues24 in this Series).

Research workforce and stakeholders
Problems
Statistical methods can be complex, and continue to 
evolve in many specialties, particularly novel ones such 
as omics. However, statisticians and methodologists are 
only sporadically involved, often leading to fl awed 
designs and analyses.72 Much fl awed and irreproducible 
work has been published, even when only simple 
statistical tests are involved. Investigators of one 
study73 examined the use of Fisher’s exact test in 
71 articles from six major medical journals. When a 
statistician was a member of the team, the test was used 
more appropriately than when one was not. Data that are 
multidimensional (ie, contain many features) are 
particularly at risk of false positives and overfi tting, 
particularly when analysed by inexperienced or untrained 
analysts. Problems with statistical analysis might not be 
identifi ed in peer review, especially when the report is 
not assessed by a statistician or methodologist.

Many biomedical researchers have poor training in 
research design and analysis. Although physicians must 
pass rigorous examinations to practise medicine, they 
can practise medical research with nearly no training. In 
many countries, physician investigators have a short 
introduction to biostatistics early in medical school, and 
receive no formal training in clinical research thereafter. 
The little training that they receive often focuses on data 
analysis, and rarely includes study design, which is 
arguably the most crucial element in research methods.74

Little evidence exists about the research training of 
laboratory scientists. The way that many laboratory 
studies are reported suggests that scientists are unaware 
that their methodological approach is without rigour 
(fi gure). Many laboratory scientists have insuffi  cient 
training in statistical methods and study design. This 
issue might be a more important defi ciency than is poor 
training in clinical researchers, especially for laboratory 
investigation done by one scientist in an isolated 
laboratory—by contrast, many people would examine a 
clinical study protocol and report.

Research is often done by stakeholders with confl icts of 
interest that favour specifi c results. These stakeholders 

For the European Mouse 
Phenotyping Resource of 

Standardised Screens website 
see http://empress.har.mrc.ac.uk
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could be academic clinicians, laboratory scientists, or 
corporate scientists, with declared or undeclared fi nancial 
or other confl icts of interest. Much clinical research is 
designed and done under the supervision of the industry, 
with little or no input from independent researchers. 
Clinicians might participate in this process simply 
through the recruitment of study participants, without 
making any meaningful contribution to the design, 
analysis, or even writing of the research reports, which 
might be done by company ghost writers.

Options for improvement
Statisticians and methodologists should be involved in all 
stages of research. This recommendation has been 
repeatedly discussed, mostly for clinical trials, but it applies 
to all types of studies. Enhancement of communication 
between methodologists and other health scientists is also 
important. Medical and public health schools and graduate 
programmes should enhance training of clinicians and 
scientists in quantitative research methods, sensitise them 
to biases and ways to avoid or minimise bias in study 
design and conduct, and provide them with methods to 
account or adjust for biases in obtained data. Medical 
school students are exposed to a large amount of 
information and focus on what they will be tested on to 
practise medicine. Even those students who will not 
become researchers need to understand research design 
and analysis suffi  ciently to critically assess research 
relevant to their clinical practice. Medical licensing 
examinations could include a reasonable amount of 
material to test clinical research methods. For young 
investigators, formal training in clinical research methods, 
including obtaining of a masters degree, is already an 
important credential and a key component of some career 
development awards.

Expectations for continued professional development, 
refl ective practice, and validation of investigative skills 
should be reconsidered. The medical profession recog-
nises the need for continued medical education, and even 
revalidation, to ensure the highest quality of clinical 
practice. Clinical and laboratory researchers might also 
benefi t from an opportunity to update their skills in view 
of newer methodological developments, perhaps through 
short courses and novel approaches to continued 
methodological education.

Suggestions to minimise infl uence of potential confl icts
The infl uence of confl icted stakeholders in the design, 
conduct, and analysis of studies should be diminished 
through the involvement of stakeholders without fi nancial 
confl icts in decisions about design options—eg, which 
treatments should be compared in clinical trials, or which 
outcomes are relevant. Relevant stakeholders can include 
patients,75 who are key end-users of biomedical research, 
and their co-involvement in prioritisation of research 
needs better analysis.42 Even apparently shared research 
values such as objectivity might mean diff erent things to 

diff erent people76,77—eg, funders and policy makers might 
need higher thresholds than do researchers, commercial 
developers of tests and inter ventions, or even patients.76

Reproducibility practices and reward systems
Replication and repeatability
In most research specialties, great credit is given to the 
person who fi rst claims a new discovery, with few acco-
lades given to those who endeavour to replicate fi ndings 
to assess their scientifi c validity. Cross-validation of a 
single dataset might yield infl ated results because of 
biases.78 Replication of fi ndings in new samples is often 
done by the same researcher who made the original 
claim; this type of replication might be subject to 
optimism and allegiance biases, might perpetrate the 
same errors as the original work, and might have low 
generalisability. External validation by independent teams 
is essential, yet infrequent in many specialties.

When systematic eff orts are made by independent 
scientists, empirical studies indicate that it is often 
impossible to repeat published results.3,4,79,80 Original data 
might be diffi  cult or impossible to obtain or analyse. Only 
two of 18 microarray-related research articles published in 
Nature Genetics had their analyses repeated by independent 
analysts, even though availability of raw data, protocols, 
and analysis codes was a prerequisite for publication of 
these studies.80 Some research groups even undermine 
the goal of independent replication and data-sharing 
mandates by forcing replicators to use their proprietary 
analysis system and use coauthors from the original group 
to minimise any confl ict with previous reports.

Reward mechanisms
Reward mechanisms (eg, prestigious publications, fund-
ing, and promotion) often focus on the statistical 
signifi cance and newsworthiness of results rather than the 
quality of the design, conduct, analysis, documentation, 
and reproducibility of a study. Similarly, statistically 
signifi cant results, prestigious authors or journals, and 
well connected research groups attract more citations than 
do studies without these factors, creating citation bias.81,82

Many appointment and promotion committees function 
under a misplaced emphasis on number of publications. 
Although publication of research is essential, use of 
number of publications as an indicator of scholarly 
accomplishment stresses quantity rather than quality. 
With thousands of biomedical journals, nearly any 
manuscript can get published. Almost 20 years ago, 
Altman83 noted that there was a need for less research, 
better research, and research done for the right reasons. 
In some environments, accomplishment is judged on the 
basis of funding rather than publications, but funding is a 
means, not an end product.84 Researchers are tempted to 
promise and publish exaggerated results to continue their 
funding for what they think of as innovative work. At 
present, researchers face few negative consequences from 
publication of fl awed or incorrect results or for inclusion 
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of exaggerated claims. Even when errors are detected in 
published articles, detection is often a long time after 
publication, and refuted results might be cited for many 
years after they have been discredited.85

Suggestions to improve reproducibility and reward 
systems
Designs could be supported and rewarded (at funding or 
publication level, or both) that foster careful documentation 
and allow testing of repeatability and external validation 
eff orts, including datasets being made available to research 
groups that are independent of the original group.86–90 It is 
important to reward scientists on the basis of good quality 
of research and documentation, and reproducibility of 
results, rather than statistical signifi cance.91 With use of 
online publication space, journals could promote repeat-
ability and replication—eg, PLOS One has pledged to 
publish reproducibility checks done by contracted in-
dependent laboratories as part of the reproducibility 
initiative.92 So-called statistical shops could adopt software 
systems that encourage accuracy and reproducibility of 
their software scripts, such as Sweave. Public availability of 
raw data and complete scripts of statistical analyses could 
be required by journals and funding agencies sponsoring 
new research—eg, as the Institute of Medicine recom-
mended in a report on omics.93

Scientifi c productivity cannot be judged simply by 
number of publications. Publication of many low-quality 
articles is worse than is production of none. Scientometrics 

has led to the development of several rigorous quantitative 
indices, some of which might allow correction for self-
citations, relative eff ect compared with other scientists in 
the same specialty, and large amounts of coauthorship. 
Although sophisticated citation indices are an improve-
ment compared with publication counts, they do not 
account necessarily for the reproducibility of the work. 
Post-publication peer review might provide further 
insights about study quality and reproducibility, but few 
data exist for the eff ectiveness of this approach.

The development of electronic publishing could allow 
for post-publication ratings and comments on scientifi c 
work. One author (RT) has helped to create such a system 
at PubMed, which is called PubMed Commons. It is a 
new feature built into PubMed, researchers can add a 
comment to any publication, and read the comments of 
others. PubMed Commons is a forum for open and 
constructive criticism and discussion of scientifi c issues. 
At present, comments are not anonymous to maintain 
the quality of the interchange. There is a need to 
understand better how to quantify scientifi c 
reputation.94 There should be suffi  cient transparency and 
scientifi c reasoning in the process to avoid systematic 
manipulations of repu tation,95 or other gaming of 
publication and citation systems, in which authors can 
artifi cially infl ate their productivity metrics. Some 
metrics are easier to game (eg, number of publications), 
whereas others are more diffi  cult (eg, number of 
publications with >300 citations).

Conclusions and recommendations
We have outlined several problems and solutions to 
reduce waste in the design, conduct, and analysis of 
research. Not all these solutions are equally relevant or 
practicable for all research disciplines, and each specialty 
might need to prioritise which changes are most crucial. 
For example, panel 2 lists the ten most important 
priorities for animal research.

To maximise motivation for change, reductions of 
waste in research will need behavioural changes, not 
only from researchers, but also from publishers and 
regulators. These changes will need external pressure 
from stake holders such as funding agencies. Funders are 
eager to ensure that they get a good return on their 
investments; inadequate research diminishes the fi scal 
investment that they have made. Patients and the public 
also have an important voice.96 Science is a global, 
multidisciplinary, loosely organised, and heterogeneous 
endeavour. Hope fully, funders that insist on high-quality 
study design, institutions that have clear expectations for 
studies occurring in their name, and publishers that 
insist on rigorous and transparent presentation of 
research studies will, in time, fund and publish research 
of the highest quality and, thereby, obtain a competitive 
advantage. The more systematic stakeholders can be in 
these eff orts, the better the quality of the science—in 
which all of us have a stake—will be.

For PubMed Commons see 
http://www.ncbi.nlm.nih.gov/

pubmedcommons/

For more on Sweave see http://
www.stat.uni-muenchen.

de/~leisch/Sweave/

Panel 2: Ten options to improve the quality of animal 
research

Protocols and optimum design
1 Creation of a publicly accessible date-stamped protocol 

preceding data collection and analysis, or clear 
documentation that research was entirely exploratory

2 Use of realistic sample size calculations
3 Focus on relevance, not only statistical effi  ciency

Eff ect-to-bias ratio
4 Random assignment of groups
5 Incorporation of blind observers
6 Incorporation of heterogeneity into the design, whenever 

appropriate, to enhance generalisability
7 Increase in multicentre studies
8 Publishers should adopt and implement the ARRIVE 

(Animal Research: Reporting In Vivo Experiments) 
guidelines

Workforce and stakeholders
9 Programmes for continuing professional development for 

researchers

Reproducibility and reward systems
10 Funders should increase attention towards quality and 

enforce public availability of raw data and analyses
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