SMDP examples

1) Solve the machine replacement problem in MDP using SMDP with the following TTM. Assume transition times follows exponential distribution.
	
	
	
	
	
	
	

	
	Under action 1
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	0
	3
	7
	15
	

	
	1
	0
	4
	4
	12
	

	
	2
	0
	0
	5
	6
	

	
	3
	0
	0
	0
	100
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 2
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	0
	4
	0
	0
	

	
	1
	0
	5
	0
	0
	

	
	2
	0
	2
	0
	0
	

	
	3
	0
	15
	0
	0
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 3
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	5
	0
	0
	0
	

	
	1
	5
	0
	0
	0
	

	
	2
	5
	0
	0
	0
	

	
	3
	5
	0
	0
	0
	

	
	
	
	
	
	
	


What happens to the optimal policy vector if the transition time from state 2 to 3 under action 1 is changed from 6 to 5 time units? 

Note: Ensure that the discounting rates are comparable between MDP and SMDP for the discounted reward/cost criteria. Choose gamma in SMDP wisely by using the beta value of the MDP.

2) Price of an asset/commodity fluctuates depending on trade volumes. The price of an asset/commodity can be in one of the 4 states 0, 1, 2, and 3. After the price is published you will need to make one of the following broad decisions 

1) Do nothing

2) Buy/sell some assets 
3) Buy/sell many assets

The Reward/Profit matrix is as follows

	
	Do nothing
	Buy/sell some assets
	Buy/sell many assets

	state
	action=1
	action =2
	action =3

	0
	-50
	200
	500

	1
	-200
	500
	1000

	2
	-300
	1000
	2000

	3
	-500
	1500
	3000


The transition probability and transition time matrices are given below. 

	
	
	
	TPM
	
	
	

	
	
	
	
	
	
	

	
	Under action 1
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	0.3
	0.25
	0.4
	0.05
	

	
	1
	0.05
	0.1
	0.05
	0.8
	

	
	2
	0.6
	0.3
	0.05
	0.05
	

	
	3
	0.25
	0.2
	0.3
	0.25
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 2
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	0.6
	0.3
	0.05
	0.05
	

	
	1
	0.25
	0.2
	0.3
	0.25
	

	
	2
	0.05
	0.2
	0.15
	0.6
	

	
	3
	0.05
	0.05
	0.8
	0.1
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 3
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	0.8
	0.1
	0.05
	0.05
	

	
	1
	0.3
	0.25
	0.4
	0.05
	

	
	2
	0.05
	0.1
	0.05
	0.8
	

	
	3
	0.6
	0.3
	0.05
	0.05
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	TTM
	
	
	

	
	
	
	
	
	
	

	
	Under action 1
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	1
	2
	3
	1
	

	
	1
	2
	2
	5
	2
	

	
	2
	2
	2
	5
	1
	

	
	3
	1
	5
	2
	2
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 2
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	3
	2
	2
	6
	

	
	1
	1
	1
	5
	8
	

	
	2
	3
	1
	8
	6
	

	
	3
	1
	3
	3
	5
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	Under action 3
	
	
	
	

	
	state
	0
	1
	2
	3
	

	
	0
	10
	2
	3
	4
	

	
	1
	2
	1
	4
	10
	

	
	2
	1
	2
	1
	15
	

	
	3
	1
	6
	3
	9
	

	
	
	
	
	
	
	


1) Solve the decision making problem using MDP average and discounted cost (both by value iteration) criterion by assuming equal transition times between states. 
2) Then, include the TTM and solve the SMDP. Compare your results. Assume transition times follows exponential distribution.

Note: Ensure that the discounting rates are comparable between MDP and SMDP for the discounted reward/cost criteria. Choose gamma in SMDP wisely by using the beta value of the MDP.
Find g(R), and optimal policy vectors. 
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