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Preliminaries

Definitions

Definition

A partial matrix B is a rectangular array with some entries specified where
the remaining unspecified entries are free to be chosen.

Definition

A n × n partial matrix pattern β = {(i1, j1), · · · , (ik , jk)}, 1 ≤ it , jt ≤ n,
t = {a, · · · , n}, is a set of specified entry locations.

Definition

Let β ⊆ {(i , j)|i , j ∈ {1, · · · , n}}, then B = (bij) is a β-partial matrix if bij

is specified and bij ∈ F if and only if (i , j) ∈ β.
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Preliminaries

Definition

A completion of a β-partial matrix B = (bij) is a matrix B̂ = (b̂ij) inMn(F)

in which b̂ij = bij whenever (i , j) ∈ β.

Definition

Given a matrix equation, a pattern is admissible if unspecified entries can
always be completed so that the resulting matrix satisfies the given matrix
equation.
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Preliminaries

Examples

For the 4× 4 case, this is the partial matrix pattern
β = {(2, 1), (2, 3), (4, 3), (3, 4)}.

This partial matrix specifies the partial matrix pattern β.

this matrix completes the partial matrix specifying β.


� � � �
# � # �
� � � #
� � # �

.

# is specified
� is unspecified
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
� � � �
17 � π �
� � � .5
� � 273 �
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Preliminaries

Examples

For the 4× 4 case, this is the partial matrix pattern
β = {(2, 1), (2, 3), (4, 3), (3, 4)}.
This partial matrix specifies the partial matrix pattern β.

this matrix completes the partial matrix specifying β.
0 e eπ .257

17 11 π 10
1.33 9.87 1 .5
53 .001 19.63 8

.
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The Unspecified System Matrix

The Kronecker Product and Vec Operator

Lemma (HJ)

Let A ∈ Mmn(F),B ∈ Mpq(F), and C ∈ Mmq(F) be given and let
X ∈ Mnp(F) be unknown. The matrix equation

AXB = C

is equivalent to the system of qm equations in np unknowns given by

(BT ⊗ A)vec(X ) = vec(C )

that is,

vec(AXB) = (BT ⊗ A)vec(X )
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The Unspecified System Matrix

Definition

We may use the previous lemma to define the following matrix.

Definition

Let A1, . . . ,Ak ,B1, . . . ,Bk ,∈ Mn(F). Let L be the linear transformation
L : X → A1XB1 + · · ·+ AkXBk . Then the unspecified system matrix Φ(L),
is defined as follows. Φ(L) = BT

1 ⊗ A1 + . . .BT
k ⊗ Ak .

Mentor: Geoffrey Buhl (CSUCI) Matrix Completion Problems July 30, 2012 7 / 31



The Unspecified System Matrix

Completing Matrices

Lemma

Let A1, . . . ,Ak ,B1, . . . ,Bk ,C ∈ Mn(F) and let L be the linear
transformation L : X → A1XB1 + · · ·+ AkXBk . Let
α ⊆ {(i , j)|i , j ∈ {1, . . . , n}}. If X = (xij) is an α−partial matrix, then

there is a completion X̂ of X with A1X̂ B1 + · · ·+ Ak X̂ Bk = C if and only
if

vec(C )−
∑

(i ,j)∈α

xijΦ(L)n(j−1)+i ∈ span{Φ(L)n(j−1)+i |(i , j) ∈ αC}.

This lemma tells us when The matrix X may be completed and describes
the system of equations that must be solved in order to do so.
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The Unspecified System Matrix

Finding Admissible patterns

Corollary

For A1, . . . ,Ak ,B1, . . . ,Bk ,C ∈ Mn(F), L : X → A1XB1 + · · ·+ AkXBk ,
and α ⊆ {(i , j)|i , j ∈ {1, . . . , n}}, the following statements are equivalent:

1 For any α− partial matrix X there exists a completion X̂ such that
A1X̂ B1 + · · ·+ Ak X̂ Bk = 0

2 rank(Φ(L) = rank(Φ(L)αC )

This corollary tells us that the admissible patterns are those that set
unspecified entries against columns of the unspecified system matrix such
that these columns span the column space of the unspecified system
matrix.
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The Specified Basis Matrix

Definition

Definition

Let L : Mn(F)→ Mn(F) be a linear transformation, and
B = {V1,V2, . . . ,Vn} be a basis for the nullspace of L. The specified basis
matrix is

ψ(β) = [vec(V1), vec(V2), . . . , vec(Vn)].
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The Specified Basis Matrix

Completing Matrices

Lemma

Let L : Mn(F)→ Mn(F) be a linear transformation, B the basis of the
nullspace of L, and α ⊆ {(i , j)|i , j ∈ {1, . . . , n}} with |α| = k. If X is an
α-partial matrix, then there exists a completion X̂ of X such that X̂ is in

the nullspace of L if and only if there exists c =

c1
...

ck

 ∈ Fk such that

Ψα(B)c =

xi1j1
...

xik jk

. Moreover, in this event vec(X̂ ) = Ψ(B)c.

This result tells us which matrices are completable.

Mentor: Geoffrey Buhl (CSUCI) Matrix Completion Problems July 30, 2012 11 / 31



The Specified Basis Matrix

Finding Admissible patterns

Lemma

Let L : Mn(F)→ Mn(F) be a linear transformation, B be a basis of the
nullspace of L, and α ⊆ {(i , j)|i , j ∈ {1, . . . , n}} with |α| = |B|. Then any
α-partial matrix X may be completed uniquely to be in the nullspace of L
if and only if Ψα(B) is non-singular.

This result tells us which patterns are admissible.
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Connecting the Unspecified System and Specified Basis Matrices

Completing Matrices

Theorem

Let L : Mn(F)→ Mn(F) be a linear transformation, B the basis of the
nullspace of L, α ⊆ {(i , j)|i , j ∈ {1, . . . , n}} with |α| = k, and X = (xij)
be an α-partial matrix. Suppose L = A1XB1 + · · ·+ AtXBt . The following
statements are equivalent:

1 There is a completion X̂ of X such that X̂ is in the nullspace of L.

2
∑

(i ,j)∈α xijΦ(L)n(j−1)+i ∈ span{Φ(L)n(j−1)+i |(i , j) ∈ αC}.

3 There is a c =

c1
...

ck

 ∈ Fk such that Ψα(β) c =

xi1j1
...

xik jk

.

This result tells us that the unspecified system matrix approach and the
specified basis matrix approach will give the same results for completing
matrices.
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Connecting the Unspecified System and Specified Basis Matrices

Finding Admissible Patterns

Theorem

Let L : Mn(F)→ Mn(F) be a linear transformation, B the basis of the
nullspace of L, α ⊆ {(i , j)|i , j ∈ {1, . . . , n}} with |α| = |B|, and X = (xij)
be an α-partial matrix. Suppose L = A1XB1 + · · ·+ AkXBk . The following
statements are equivalent:

1 For any α-partial matrix X there is a completion X̂ of X such that
X̂ ∈ null(L).

2 rank(Φ(L) = rank(Φ(L)αC ).

3 rank(Ψα(β)) = |B| i.e. Ψα(β) is non-singular.

This result tells us that the unspecified system matrix approach and the
specified basis matrix approach will find the same patterns.
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The Linear Transformation L : X → AX − XAT

Some Tools

Definition

A generalized eigenvector of a matrix A is a nonzero vector −→v
corresponding to an eigenvalue λ with algebraic multiplicity k ≥ 1 such
that (A− λI)k−→v = 0.

1 (λ1I − A)v11 = 0

2 (λ1I − A)v12 = v11
3 (λ1I − A)v13 = v12
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The Linear Transformation L : X → AX − XAT

Basis Theorem

Theorem

Let A ∈ Mm,m(C), B ∈ Mn,n(C), X ∈ Mm,n(C). Let γi be an eigenvalue
of A. Let (λ− γi )pi be an elementary divisor of A. Let air be the
generalized eigenvectors of −A associated with the eigenvalue −γi with
rank r, r = 1, 2, . . . pi such that (−A + γi Im)air = ai,r−1.
Similarly, let δj be and eigenvalue of B and let δ∗j be an eigenvalue of B∗.
Let (λ− δ∗i )qj be an elementary divisor of B∗. Let bjq be the generalized
eigenvectors of B∗ associated with the eigenvalue δ∗i with rank s,
s = 1, 2, . . . qj such that (B∗ + δ∗j In)bjq = bj,q−1.
Let L : X → AX + XB be the linear transformation mapping Mm,n(C)
onto itself. Let µij = min(pi , qj) and define

Xijk = aikb∗j1 + ai ,k−1b∗j2 · · ·+ ai1b∗jk

Then the set {Xijk |γi + δj = 0, k = 1, 2 . . . µij} forms a basis for the
nullspace of L.
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The Linear Transformation L : X → AX − XAT

Basis Theorem

Theorem

Let A ∈ Mn(R), X ∈ Mn(C). Let γi be an eigenvalue of A. Let (λ− γi )pi
be an elementary divisor of A. Let air be the generalized eigenvectors of
−A associated with the eigenvalue −γi with rank r, r = 1, 2, . . . pi such
that (−A + γi Im)air = ai,r−1.
Similarly, let δj be and eigenvalue of B and let δ∗j be an eigenvalue of B∗.
Let (λ− δ∗i )qj be an elementary divisor of B∗. Let bjq be the generalized
eigenvectors of B∗ associated with the eigenvalue δ∗i with rank s,
s = 1, 2, . . . qj such that (B∗ + δ∗j In)bjq = bj,q−1.

Let L : X → AX − XAT be the linear transformation mapping Mm,n(C)
onto itself. Let µij = min(pi , qj) and define

Xijk = aikb∗j1 + ai ,k−1b∗j2 · · ·+ ai1b∗jk

Then the set {Xijk |γi + δj = 0, k = 1, 2 . . . µij} forms a basis for the
nullspace of L.

Mentor: Geoffrey Buhl (CSUCI) Matrix Completion Problems July 30, 2012 17 / 31



The Linear Transformation L : X → AX − XAT

Basis Theorem

Theorem

Let A ∈ Mn(R), X ∈ Mn(C). Let γi be an eigenvalue of A. Let (λ− γi )pi
be an elementary divisor of A. Let air be the generalized eigenvectors of
−A associated with the eigenvalue −γi with rank r, r = 1, 2, . . . pi such
that (−A + γi Im)air = ai,r−1.
Let L : X → AX − XAT be the linear transformation mapping Mm,n(C)
onto itself. Let µij = min(pi , qj) and define

Xijk = aikb∗j1 + ai ,k−1b∗j2 · · ·+ ai1b∗jk

Then the set {Xijk |γi + δj = 0, k = 1, 2 . . . µij} forms a basis for the
nullspace of L.

Mentor: Geoffrey Buhl (CSUCI) Matrix Completion Problems July 30, 2012 18 / 31



The Linear Transformation L : X → AX − XAT

Basis Theorem

Theorem

Let A ∈ Mn(R), X ∈ Mn(C). Let γi be an eigenvalue of A. Let (λ− γi )pi
be an elementary divisor of A. Let air be the generalized eigenvectors of
−A associated with the eigenvalue −γi with rank r, r = 1, 2, . . . pi such
that (−A + γi Im)air = ai,r−1.
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The Linear Transformation L : X → AX − XAT

Construction Example

Suppose that the matrix A has eigenvalues λ1 and λ2. Suppose that the
multiplicity of λ1 is 3 and generalized eigenvectors are v11, v12, v13. In the
same manner, λ2 has multiplicity 1 and generalized eigenvector v21.Then,
according to the basis theorem:

1 X11 = v11vT
11

2 X12 = v12vT
11 + v11vT

12

3 X13 = v13vT
11 + v12vT

12 + v11vT
13

4 X21 = v21vT
21

5 Basis: {X11,X12,X13,X21}
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New Patterns

Permutation Similarity

Definition

Permutationally similar: A ≈p B if there exists a permutation matrix P
such that A = PBP−1.

Example: Let

A =

1 2 2
4 3 1
1 1 0

 .
Then

B =

0 0 1
1 0 0
0 1 0

1 2 2
4 3 1
1 1 0

0 1 0
0 0 1
1 0 0

 =

0 1 1
2 1 2
1 4 3


is permutationally similar to A.
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New Patterns

Finding Completions

Lemma

Let A,B ∈ Mn. Let σ ∈ Sn with P ∈ Mn being a representation of σ, and
X ,Y be partial matrices. If A = PBP−1, X = PYP−1 and there is a
completion X̂ such that AX̂ − X̂ AT = 0, then there exists a Ŷ such that
BŶ − Ŷ BT = 0.
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New Patterns

Finding Patterns

Theorem

Let A,B ∈ Mn, σ ∈ Sn with P ∈ Mn,n being a representation of σ, and
A = PBP−1. Let C = {α|α is an admissible pattern for A}, and let
D = {β|β is an admissible pattern for B}. Then f : C → D defined as
f (α) = {σ(i), σ−1(j)|(i , j) ∈ α} is a bijection.
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New Patterns

The Jordan Canonical Form

µA(x) = (x − α1)2(x − α2)3(x − α3)

A = P



α1 1 0 0 0
0 α1 0 0 0 0
0 0 α2 1 0 0
0 0 0 α2 1 0
0 0 0 0 α2 0
0 0 0 0 0 α3

P−1

where P =
[
v11 v12 v21 v22 v23 v31

]
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New Patterns

L-pattern Similarity

Definition

Suppose {v1, · · · , vk} is a basis of generalized eigenvectors of the matrix
A ∈ Mn(F) such that PAP−1 is in Jordan canonical form, where
P = [v1, · · · , vk], with Jordan blocks Jn1(λ1), · · · , Jnk (λk) ordered with
respect to the basis. We then say that the matrix A is L-pattern similar to
B, denoted A ∼L B, if PBP−1 is in Jordan canonical form with Jordan
blocks Jn1(µ1), · · · , Jnk (µk) where λi = λj ⇒ µi = µj . If
λi = λj ⇔ µi = µj , then A and B are said to be strongly L-pattern similar,
denoted by A ≈L B.
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New Patterns

Example

A = P


λ1 0 0 0
0 λ2 1 0
0 0 λ2 0
0 0 0 λ3

P−1,B = P


µ1 0 0 0
0 µ2 1 0
0 0 µ2 0
0 0 0 µ2

P−1,

and C = P


ρ1 0 0 0
0 ρ2 1 0
0 0 ρ2 0
0 0 0 ρ3

P−1,

where P = [v11, v21, v22, v31] and vij is the jth generalized eigenvector
corresponding to the ith eigenvalue. Then A is L-pattern similar to B and
strongly L-pattern similar to C .
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New Patterns

Direct Results From Definition

Proposition

L-pattern similarity is a preorder.

Lemma

Let A,B ∈ Mn(F) such that A is L-pattern similar to B. If α is an
admissible pattern for A, then it will also be an admissible pattern for B.
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New Patterns

Direct Results From Definition

Proposition

Strong L-pattern similarity is an equivalence relation.

Lemma

Let A,B ∈ Mn(F) such that A is strongly L-pattern similar to B. Then the
admissible patterns for A are also the admissible patterns for B.
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New Patterns

Summary

1 The Unspecified Entry Approach

2 The Specified Entry Approach

3 Basis For Nullspace of AX − XAT

4 New Patterns
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New Patterns
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Conclusion

Any Questions, Comments, or
Concerns?
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