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Abstract

With more and more electronic information sources becoming widely available, the

issue of the quality of these, often-competing, sources has become germane. We propose

a standard for rating information sources with respect to their quality. An important

consideration is that the quality of information sources often varies considerably when

speci�c areas within these sources are considered. This implies that the assignment of

a single rating of quality to an information source is usually unsatisfactory. Of course,

to the user of an information source the overall quality of the source may not be as

important as the quality of the speci�c information that this user is extracting from

the source. Therefore, methods must be developed that will derive reliable estimates

of the quality of the information provided to users, from the quality speci�cations

that have been assigned to the sources. Our work here bears on all these concerns.

We describe an approach that uses dual quality measures that gauge the distance of

the information in a database from the truth. We then propose to combine manual

veri�cation with statistical methods to arrive at useful estimates of the quality of

databases. We consider the variance in quality by isolating areas of databases that are

homogeneous with respect to quality, and then estimating the quality of each separate

area. These composite estimates may be regarded as quality speci�cations that will be

a�xed to each database. Finally, we show how to derive quality estimates for individual

queries from such quality speci�cations.

1 Introduction

The importance of data quality in the information age cannot be overestimated. People,
businesses, and governments rely more and more on information in their everyday operations,
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and databases of di�erent kinds are the primary source of this information. Our dependence
on databases grows simultaneously with their size, yet most large databases contain errors
and inconsistencies. There is a growing awareness in the database research community
[13, 19] and among database practitioners [1] of the problem of data quality. By now, the
need for data quality metrics and for methods for incorporating them in database systems
is well understood. Data quality can be metricized in a number of di�erent ways depending
on which aspect of information are considered important [18, 5]. The addition of data
quality capabilities to database systems will enhance decision-making processes, improve the
quality of information services, and, in general, provide more accurate pictures of reality.
On the other hand, these new capabilities of databases should not be demanding in terms of
resources, e.g., they must not add too much complexity to query processing or require much
more memory than existing databases.

The recent advances in the �eld of data quality concern data at an attribute value level [18]
and at a relation level [14]. The comprehensive survey of the state-of-the-art in the �eld is
given in [19]. The relational algebra extended with data accuracy estimates based on the
assumptions of uniform distributions of incorrect values across tuples and attributes was �rst
described in [14].

With more and more electronic information sources becoming widely available, the issue
of the quality of these, often-competing, sources has become germane. We propose a standard
for rating information sources with respect to their quality. An important consideration is
that the quality of information sources often varies considerably when speci�c areas within
these sources are considered. This implies that the assignment of a single rating of quality
to an information source is usually unsatisfactory. Of course, to the user of an information
source the overall quality of the source may not be as important as the quality of the
speci�c information that this user is extracting from the source. Therefore, methods must
be developed that will derive reliable estimates of the quality of the information provided to
users, from the quality speci�cations that have been assigned to the sources.

Our work here bears on all these concerns. We describe an approach that uses dual
quality measures that gauge the distance of the information in a database from the truth.
We then propose to combine manual veri�cation with statistical methods to arrive at useful
estimates of the quality of databases. We consider the variance in quality by isolating areas
of databases that are homogeneous with respect to quality, and then estimating the quality
of each separate area. These composite estimates may be regarded as quality speci�cation
that will be a�xed to the database. Finally, we show how to derive quality estimates for
individual queries from such quality speci�cations.

2 Overall Approach

Our overall approach for achieving the goals that were stated in the introduction can be
described as a sequence of problems.



We begin, in Section 3, by describing the dual measures that will be used to gauge the
quality of database information. We claim that these measures capture in a most natural
way, the relationship of the stored information to truth, and are therefore excellent indicators
of quality.

Our measures require the authentication of database information, which is a process
that needs to be done by humans. However, we advocate the use of statistical methods
(essentially, sampling) to keep the manual work within acceptable limits. This subject is
discussed in Section 4.1.

Having obtained accurate information about the quality of the samples, we proceed to
partition the given database to a set of components that are homogeneous with respect to
our quality measures. We then estimate the quality of these components, using the samples.
This implies that when information is extracted from a single component, its quality ratings
are inherited from the containing component. These methods, described in Sections 4.2
and 4.3, provide us with quality speci�cations for the given databases.

Finally, in Section 5, we describe the process of inferring the quality of answers to arbi-
trary queries from the quality speci�cations that have been assigned to the database.

Our treatment of the problem is in the context of relational databases, and we assume
the standard de�nitions of the relational model [17]. In particular, the database components
mentioned earlier are de�ned using the mechanism of views. We also make the following
assumptions.

1. Queries and views use only the projection, selection, and Cartesian product operations,
selections use only range conditions, and projections always retain the key attribute(s).

2. The stored information (the database instances) are relatively static, and hence the
quality of data does not change frequently.

Because of space limitations, several key issues and solutions are only sketched in this
paper, and fuller discussions are provided in [11].

3 Soundness and Completeness as Measures of Data

Quality

We de�ne two measures of data quality that are general enough to encompass most existing
measures and aspects of data quality[5, 19]. The basic ideas underlying these measures were
�rst stated in [7]. In that paper the author suggested that declarations of the portions of the
database that are known to be perfect models of the real world (and thereby the portions that
are possibly imperfect) be included in the de�nition of each database. With this information,
the database system can qualify the accuracy of the answers it issues in response to queries:



each answer is accompanied by statements that de�ne the portions of the answer that are
guaranteed to be perfect. This approach uses views to specify the portions of the database
or the portions of answers that are perfect models of the real world.

More speci�cally, this approach interprets information quality, which it terms integrity ,
as a combination of soundness and completeness. A database view is sound if it includes
only information that occurs in the real world; a database view is complete if it includes
all the information that occurs in the real world. Hence, a database view has integrity, if it
includes the whole truth (completeness) and nothing but the truth (soundness). A prototype
database system that is based on these ideas is described in [10]. These ideas were further
developed in [9] and are summarized below.

Given a database scheme D, we assume the existence of a hypothetical database instance
d0 that captures perfectly that portion of the real world that is modeled by D (the ideal or
true database). In addition, we assume one or more actual instances di (i � 1). The actual
instances are considered approximations of the ideal instance d0.

Given a view V , we denote by v0 its extension in the ideal database d0 (the ideal or true
extension to V ) and we denote by vi its extension in the actual database di. Again, the
extensions vi are approximations of the ideal extension v0.

Consider view V , its ideal extension v0, and an approximation v. If v � v0, then v is a
complete extension. If v � v0, then v is a sound extension. Obviously, an extension which is
sound and complete is the ideal extension.

With these de�nitions, each view extension is either complete or incomplete, and either
sound or nonsound. We now re�ne these de�nitions by assigning each extension a value that
denotes how well it approximates the ideal extension. We shall term this value the goodness
of the extension. We require that the goodness of each extension be a value between 0 and 1,
that the goodness of the ideal extension be 1, and that the goodness of extensions that are
entirely disjoint from the ideal extension be 0. Formally, a goodness measure is a function g
on the set of all possible extensions that satis�es

8v : g(v) 2 [0; 1]
8v : v \ v0 = ; =) g(v) = 0
g(v0) = 1

A simple approach to goodness is to consider the intersection of the extensions; that is,
the tuples that appear in both v and v0. Let jvj denote the number of tuples in v. Then

jv \ v0j

jvj

expresses the proportion of the database extension that appears in the true extension. Hence,
it is a measure of the soundness of v. Similarly,

jv \ v0j

jv0j



expresses the proportion of the true extension that appears in the database extension. Hence,
it is a measure of the completeness of v.

It is easy to verify that soundness and completeness satisfy all the requirements of a good-
ness measure.1 Soundness and completeness are similar to precision and recall in information
retrieval [15].

A disadvantage of these measures is that a database tuple is assumed to be sound (and
contribute to the soundness measure) only if it identical to a tuple of the ideal database (sim-
ilarly in the case of completeness). Thus, a tuple that is correct in all but one attribute, and
a tuple that is incorrect in all its attributes are treated identically. An essential re�nement
of these measures is to consider the goodness of individual attributes.

Assume a view V has attributes A0; A1; : : : ; An, where A0 is the key.
2 We decompose V

into n key-attribute pairs (A0; Ai) (i = 1; : : : ; n), and then decompose each extension of V
into the corresponding value pairs. We call this the decomposed extension of V . Using decom-
posed extensions in the previously-de�ned measures improves their usefulness considerably,
and we shall assume decomposed extensions throughout.

Soundness and completeness can also be approached by means of probability theory [11].
For example, the de�nition of soundness can be interpreted as the probability of drawing a
correct pair from a given extension. Probabilistic interpretations give new insight into the
notions of soundness and completeness and also help us to connect this research with a large
body of work on uncertainty management in information systems [8].

The data quality measures that have been mentioned most frequently as essential are
accuracy, completeness, currentness, and consistency [5, 18]. It is possible to relate these
quality measures to our own goodness measures [11].

4 Rating the Quality of Databases

4.1 Necessary Procedures for Goodness Estimation

The amount of data in practical databases is often large. To compute the exact soundness
and completeness of a particular view we would need to (1) authenticate every value pair in
the stored view, and (2) determine how many pairs are missing from this view. This method
is clearly infeasible in any real system. Thus, we must resort to sampling techniques [16, 4].

Sampling techniques allow us to estimate the mean and variance of a particular parameter

1When v is empty, soundness is 0=0. If v0 is also empty then soundness is de�ned to be 1; otherwise it is

de�ned to be 0. Similarly for completeness, when v0 is empty.
2We consider a tuple as a representation of the real world entity identi�ed by a key attribute; the nonkey

attributes then capture the properties of this entity. For simplicity, we assume that keys consist of a single

attribute.



of a population by using a sample which is usually only a fraction of the size of the entire
population. The theory of statistics also gives us methods for establishing a sample size
to achieve predetermined accuracy of the estimates. It is then possible to supplement our
estimates with con�dence intervals. For more detailed discussion on sampling from databases
the reader is referred to the literature on the topic (see, for example, [12] for a good survey).

Note that two di�erent populations must be sampled. To estimate soundness we sample
the given (stored) view, whereas to estimate completeness, we sample the ideal view.

To establish both soundness and completeness it is necessary to have access to the ideal
database. For soundness, we need to determine whether a speci�c value pair of the stored
database is in the ideal database. For completeness, it is necessary to determine whether a
speci�c pair from the ideal database is in the stored database. These procedures (verify a
pair from a stored database against the ideal database and retrieve an arbitrary pair from the
ideal database) must be implemented in an ad-hoc manner [1]. For each concrete database,
human expertise will be required. The expert will access a variety of available sources to
perform these two procedures. Note that this e�ort is performed only once and only for a
sample, which then helps estimate the overall goodness.

A critical stage of our solution is to build a set of homogeneous views on a stored database,
called a goodness basis. The goodness of the views of this basis will be measured and there-
after used in establishing the goodness of answers to arbitrary queries against this database.
Since we cannot guarantee a single set of views that will be homogeneous with respect to
both quality measures, we construct two separate sets: a soundness basis and a completeness
basis. In constructing each basis, we consider each database relation individually. Each re-
lation may be partitioned both horizontally (by a selection) and vertically (by a projection),
and the basis comprises the union of all such partitions. Selections are limited to ranges; i.e.,
the selection criteria is a conjunction of conditions, where each individual condition speci�es
an attribute and a range of permitted values for this attribute.

We assign to an incorrect value pair the value 0 and to a correct pair the value 1. Thus,
we can represent an error distribution pattern in a view extension as a two-dimensional
matrix of 0s and 1s, in which rows correspond to the tuples and columns correspond to the
attributes of the view. A value in a particular cell of this matrix is either 0 or 1 depending on
the correctness of the corresponding pair of attribute values. We call this new data structure
a view map or a relation map, as appropriate. Now, the task is to partition this two-
dimensional array into areas in which elements are distributed homogeneously with respect
to our quality measures.

Note that the correctness of a particular nonkey attribute value can be determined only in
reference to the key attribute of that tuple, i.e., in determining whether a speci�c cell should
be 0 or 1 we consider the correctness of the pair: (key value; nonkey value) determining the
correctness of an attribute value. The pair is correct if and only if both elements of the pair
are correct. This means, in particular, that if a key attribute value is incorrect, then all pairs
corresponding to this key attribute value are considered incorrect.



The technique we use for partitioning the view map is a nonparametric statistical method
called CART (Classi�cation and Regression Trees) [2]. This method has been widely used
for data analysis in biology, social science, environmental research, and pattern recognition.
Closer to our area, this method was used in [3] for estimating the selectivity of selection
queries. We assume that tuples and attributes of a relation are ordered uniquely.

4.2 Homogeneity Measure

Intuitively, a view is perfectly homogeneous with respect to a given property if every subview
of the view contains the same proportion of pairs with this property as the view itself.
Moreover, the more homogeneous a view, the closer its distribution of the pairs with the
given property is to the distribution in the perfectly homogeneous view. Hence, the di�erence
between the proportion of the pairs with the given property in the view itself and in each of
its subviews can be used to measure the degree of homogeneity of the given view.

Speci�cally, let �v denote an extension of a view of a relation in a stored database, let
v1; : : : ; vN be the set of all possible projection-selection views of �v, let s(�v) and s(vi) denote
the proportion of pairs in views �v and vi (i = 1; : : : ; N), respectively, that occur in their
corresponding ideal representations (i.e., proportions of correct pairs in these views). Then

1

N

X

vi��v

(s(�v)� s(vi))
2

measures the homogeneity of the view �v with respect to soundness. The homogeneity with
respect to completeness is de�ned analogously. Similar measures of homogeneity were pro-
posed in [6, 3].

Due to the large number of possible views, computation of these measures is often pro-
hibitively expensive. The Gini index [2, 3] was proposed as a simple alternative to these
homogeneity measures.

Consider a view �v and a relation map M . We call the part of M that corresponds to
�v a node.3 The Gini index of this node, denoted G(�v), is 2p(1 � p), where p denotes the
proportion of 1s in the node.4

The search for homogeneous nodes involves repeated splitting of nodes. The Gini index
guarantees that any split improves (or maintains) the homogeneity of descendant nodes [2].
Formally, let v be a relation map node which is split into two subnodes v1 and v2. Then
G(v) � �1G(v1) + �2G(v2), where �i is jvij=jvj. In other words, the reduction of a split,
de�ned as �G = G(v)� �1G(v1)� �2G(v2), is non-negative.

Obviously, the best split is a split that maximizes �G. We call such a split a maximal
split. If the number of possible splits is �nite, there necessarily exists such a split. The

3We use the terms node and view interchangeably.
4In general, the Gini index is de�ned for maps whose elements are of k di�erent types; the index used

here is much simpler, because our maps are binary.



method of generating soundness and completeness bases is founded on the search for a split
that maximizes the gain in homogeneity. This method is discussed next.

4.3 Finding a Goodness Basis

We describe a procedure of building a soundness basis. The procedure of building a com-
pleteness basis is similar.

It is important to note that the procedures to be discussed in this section are performed
on samples of the relations. Therefore, in the discussion that follows, the terms relation and
relation map usually refer to samples of the relations and maps of these samples. Thus,
although the best splits are found using only samples, the resulting views are later used as a
goodness basis for the entire relation. Care should be taken to ensure that we draw samples
whose sizes are su�cient for representing distribution patterns of the original relation.

A soundness basis is a partition of the stored relations, in which each relation is par-
titioned into views that are homogeneous with respect to soundness. Since the procedure
of partitioning is repeated for each relation, it is su�cient to consider this procedure for a
single relation. We assume that information on the correctness of a relation instance has
already been converted to a corresponding relation map.

Finding a homogeneous partition of a relation can be viewed as a tree-building procedure,
where the root node of the tree is the entire relation, its leaf nodes are homogeneous views
of this relation, and its intermediate nodes are views produced by the searches for maximal
splits. We call this tree structure a soundness tree. We start by labeling the entire relation
map as the root of the tree. We then consider all the possible splits, either horizontal
or vertical (but not both), and select the split that gives maximum gain in homogeneity.
Obviously, the brute-force technique described here is extremely expensive. In practice we
apply several, substantiative improvements [11].

When the maximal split is found, we break the root node into the two subnodes that
achieved the maximal split. Next, we search for a maximal split in each of the two subnodes
of the root and divide them in two descendent nodes each. The procedure is repeated on each
current leaf node of the tree until a heuristic stop-splitting rule is satis�ed on every leaf node:
splitting of a node stops when it can provide only marginal improvement in homogeneity.
This situation usually arises when a maximal split on a node cannot separate elements of
one type from elements of the other type in this node. This indicates that this node has a
fairly homogeneous distribution of both types of elements.

The stop-splitting rules mentioned earlier are necessary, because otherwise a tree could
grow until all the elements of every leaf are of one type. This could result in a large number of
small nodes. It also means that there might be too few sample elements in this node, which
makes the soundness estimate of the node unreliable. Our stop-splitting rule is �G � n �
threshold, where n is the number of elements in the node [11]. An analogous procedure is
used for building a completeness tree.



Each leaf node of every soundness tree contributes one view to the soundness basis and
each leaf node of every completeness tree contributes one view to the completeness basis.
Together, these soundness and completeness bases form a goodness basis. Note that this
process is performed only once on every relation, and the goodness basis need not be changed
or updated later. The assumption here is that the information is static. When a leaf node
is converted to a view, in addition to the rows and columns of the node, the view includes
the key attribute for these tuples.

5 Estimating the Quality of Queries

5.1 Projection-Selection Queries

Assume now a query is submitted to this database extension. At this point, we consider only
selection-projection queries on a single relation (and in which selections are based on ranges).
In this section we discuss the estimation of soundness of such queries. The considerations
for estimating completeness are nearly identical. In the next section we discuss queries that
involve Cartesian products.

Because a basis partitions each relation, an answer to a query intersects with a certain
number of basis views. Hence, each of these basis views contains a component of the answer
as its subview. The key feature of basis views is their homogeneity with respect to soundness.
Consequently, each component of the answer inherits its soundness from a basis view. As
shown in Proposition 1 (see [11] for proof) , the soundness of a view which comprises disjoint
components is a weighted sum of the soundness of the individual components. This provides
us with an easy way to determine the soundness of the entire answer. As a special case,
when the entire answer is contained in a single basis view, the soundness of the answer is
simply the soundness of the containing view.

Proposition 1 Let t1 and t2 be leaf nodes of a soundness tree with soundness s1 and s2
respectively, and let q be an answer to a query Q. Suppose also that q = (q \ t1) [ (q \ t2) .
The soundness of q is

s(q) = s1 �
jq \ t1j

jqj
+ s2 �

jq \ t2j

jqj

This proposition is easily generalized for n leaf nodes, and the analogous proposition is
true for completeness. In practice, we only have estimates of s1 and s2. Hence, the formula
becomes:

ŝ(q) = ŝ1 �
jq \ t1j

jqj
+ ŝ2 �

jq \ t2j

jqj

The variance of the estimate ŝ(q) can be also computed[11].



5.2 Estimating the Goodness of Cartesian Products

To allow more general queries, we consider now queries that include Cartesian products.
The following proposition (see [11] for proof) describes how to compute the soundness and
completeness of the Cartesian product given the soundness and completeness of its operands.

Proposition 2 Let r1 and r2 be relations with soundness and completeness s1; c1 and s2; c2
respectively. The soundness and completeness of the r1 � r2 are

s(r1 � r2) =
k � s1 + p � s2

k + p
; c(r1 � r2) =

k � c1 + p � c2
k + p

respectively, where k and p are the number of non-key attributes in the relations r1 and r2
respectively.

In practice, we have only estimates of the soundness and completeness, and the formulas
from the proposition become:

ŝ(r1 � r2) =
k � ŝ1 + p � ŝ2

k + p
; ĉ(r1 � r2) =

k � ĉ1 + p � ĉ2
k + p

where ŝ1; ŝ2; ĉ1; ĉ2 are estimates for soundness and completeness of the corresponding rela-
tions. For derivation of the variance of the estimates see [11].

5.3 Estimating the Goodness of General Queries

So far we have shown how to estimate the soundness and completeness of selection-projection
queries on a single relation, and of Cartesian products of two relations. To compute soundness
and completeness of arbitrary Cartesian product-selection-projection queries it is necessary
to show how to compute goodness estimates over sequences of relational algebra operations.

The estimation of each operation in a sequence requires soundness and completeness
bases with each view having its associated soundness or completeness estimate. In [11] we
extend our methods so that each operation delivers, in addition to a goodness estimate of
its result, the necessary bases for future operations. This provides us with the ability to
perform sequences of operations.

A legitimate question at this point is whether these estimates depend on the order in
which they are computed, i.e., whether the estimates of the goodness of equivalent relational
algebra expressions are the same. The answer to this question is that the estimates are
independent of the particular expression used [11].



6 Conclusions and Future Research

We introduced a new model for data quality in relational databases, which is based on
the dual measures of soundness and completeness. The purpose of this model is to provide
answers to arbitrary queries with an estimation of their quality. We achieved this by adopting
the concept of a basis, which is a partition of the database into views that are homogeneous
with respect to the goodness measures. These bases are constructed using database samples,
whose goodness is established manually. Once the bases and their goodness estimates are in
place, the goodness of answers to arbitrary queries is inferred rather simply.

We plan to develop the complete set of procedures for calculating soundness and com-
pleteness of the answers to other relational algebra operations; i.e., add procedures for union,
di�erence, and intersection of views. One of our major goals is to use these methods to esti-
mate the goodness of answers to queries against multidatabases, where the same query could
be answered di�erently by di�erent databases, and goodness information can help resolve
such inconsistencies.

We have already discussed the advantage of considering the correctness of individual
attributes over the correctness of entire tuples. Still, an individual value is either correct or
incorrect, and, when incorrect, we do not consider the proximity of a stored value to the true
value. This direction, which is closely related to several uncertainty modeling techniques,
merits further investigation.

Because of the cost of establishing goodness estimations, we have noted that our meth-
ods are most suitable for static information. When the information is dynamic, it would
be advisable to timestamp the estimations at the time that they were obtained and attach
these timestamps to all quality inferences. One may also consider the automatic attenua-
tion of quality estimations as time progresses. This direction is still outside our immediate
objectives.
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