Architects' Cognitive Behaviour in Parametric Design
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Abstract.
This paper presents the results of a protocol study of professional architects’ cognitive behaviour in a parametric design environment. A design experiment was conducted in which eight professional architects completed an architectural conceptual design task in a typical parametric design environment – Rhino and Grasshopper. Protocol analysis was then applied to analyse the cognitive behaviour of the architects. In analysing the protocol data, the FBS ontology adopted for developing the coding scheme was sub-divided into design knowledge and rule algorithm classes as the means to capture designers’ cognitive behaviour. Applying the method of cumulative analysis, results of the relative cognitive effort expended on design knowledge and rule algorithm classes have been compared and are discussed in the paper.

1. INTRODUCTION
Parametric design has become increasingly prevalent in architectural design in recent years. Previous studies have argued that parametric tools can advance design processes in a variety of ways [1-5]. However, there is a general lack of empirical evidence supporting a comprehensive understanding of designers’ cognitive behaviour in parametric design environments (PDEs). As a relatively new design tool, the questions of what impact parametric design has on architects and whether parametric design can adequately support the design process are therefore important to explore.

To address the above questions, a protocol study has been conducted in which eight professional architects were asked to complete an architectural design task in a typical parametric design environment using Rhino and Grasshopper. Protocol analysis [6, 7] was adopted as the research method to analyse the architects’
cognitive behaviour. From the results of cumulative analysis, the cognitive effect on the architects in the PDE are discussed and presented in this paper.

2. BACKGROUND

2.1. Research on parametric design
Parametric design is a dynamic, rule-based process controlled by variations and parameters, in which multiple design solutions can be developed in parallel. According to Woodbury [8], it supports the creation, management and organisation of complex digital design models. Using parametric design tools, designers can make rules according to the performance requirements of a design. A parameter is a value or measurement of a variable that can be altered or changed. In architecture, parameters are usually defined related to building or environmental factors. A parametric design model will have some rules embedded in the system and when one parameter changes, other parameters will adapt automatically [9]. By controlling parameters, particular design instances can be created from a potentially infinite range of possibilities [10]. In the architectural design industry, parametric design tools are utilised mainly for complex building form generation, multiple design solution optimisation, as well as structural and sustainability control.

Parametric design is, in comparison with conventional design, quite different – not only because it offers a new design tool but also a new way of thinking.

Currently, typical parametric design software includes Generative Component, Digital Project, Grasshopper. Scripting tools include Processing based on the Java programming language, Rhino script and Python script based on the VB programming language, and DesignScript. In this study, Grasshopper was chosen as the parametric design environment. Grasshopper is an advanced computer environment for facilitating conceptual design and is a typical parametric environment widely used in the architectural profession.

Previous studies on designers’ behaviours in PDEs suggest that parametric tools can advance design in a variety of ways. For instance, there is evidence that the generation of ideas is positively influenced in PDEs. Particularly, in Iordanova et al.’s [1] experiment on generative methods, ideas were shown to be generated rapidly while they also emerge simultaneously as variations. Moreover, Schnabel [2] showed that the PDE is beneficial for generating unpredicted events and can be responsible for accommodating changes. However, researchers have typically studied design behaviour in PDEs mostly by observing
students’ interactions in design studios or workshops. Arguably, this approach cannot provide an in-depth understanding of designers’ behaviours. This empirical gap will be addressed in the present study by adopting the method of protocol analysis. In 2014, Lee et al. [11] presented a pilot study using protocol analysis to evaluate creativity in the PDE. Results of their study identified some conditions that can potentially enhance creativity in the PDE. Using the same method, Chien and Yeh [5] explored “unexpected outcomes” in the PDE. These preliminary studies varied and were limited in terms of the participant number but provided important precedents for the present study.

2.2. Protocol studies using the FBS ontology

Protocol analysis is a method for turning qualitative verbal and gestural utterances into quantitative data [6, 7]. Protocol studies have been used extensively in design research to develop an understanding of design cognition [12-14]. According to Akin [15], a protocol is the record of behaviours of designers using sketches, notes, videos or audio. After collecting the protocol data, a coding scheme is applied to categorise the collected data, enabling a detailed study of the design process in the chosen design environments. As Gero and Tang [16] stated, protocol analysis has become the prevailing experimental technique for exploring the understanding of design.

As one of the main design ontologies, Gero’s FBS model [17] has been applied in many cognitive studies [18-20]. Researchers argue that the model is potentially capable of capturing most of the meaningful design processes [19] and the transitions between design issues are clearly classified into eight design processes. The FBS ontology (Figure 1) contains three types of variables: Function (F), Behaviour (B) and Structure (S). Function (F) represents the design intentions or purposes; behaviour (B) represents the object derived (Bs) or expected from the structure (Be); and structure (S) represents the components that make up an artefact and their relationships. The model is augmented by two external design issues that do not require an extension of the ontology itself as they can be represented as either F, B or S: requirements (R) and descriptions (D). The first of these represents requirements from outside design and the second, descriptions, mean the documentation of the design. Figure 1 shows the FBS ontology indicating the eight design processes—formulation, analysis, evaluation, synthesis, and reformulation I, II, III. Formulation defines the process that produces a function or sets up expected goals from the existing requirement, while synthesis generates a structure as a candidate solution. Analysis produces a behaviour from the existing
structure and evaluation compares Bs and Be to determine the effectiveness of the candidate solution. Reformulation is the process from the structure back to itself, behaviour or function, which is a reconstruction process. Among the eight design processes, the three types of reformulation processes are suggested to be the dominant processes that potentially capture creative aspects of designing by introducing new variables or new directions [13]. By calculating the transitions between design issues, various analyses can be conducted. In this study, the FBS ontology will be introduced as the basis model for developing the coding scheme.

The reason we use the FBS ontology for developing the coding scheme is that: firstly, the FBS ontology has been found useful in a wide range of domains including architecture, civil engineering, mechanical engineering, software engineering, cognitive psychology, manufacturing, management and creativity research. Secondly, it has been applied and tested in a number of cognitive design studies [20, 21] where it has been demonstrated as potentially capturing most of the meaningful design processes and recording clear transitions between design instances. The behaviour of designers, using the FBS ontology as the basis, can be measured from empirically derived data using protocol analysis. Thirdly, Kan and Gero [22] (2012) applied the FBS ontology to a study of software designers’ behaviour. Their study suggests that the method is effective for encoding programming or rule-based activities across different design disciplines. Given that PDEs enable scripting and programming activities, similarly the FBS coding scheme will be able to encode both geometric modelling and rule-based algorithmic activities effectively.

![Figure 1: The FBS ontology](After 17)

3. RESEARCH DESIGN

3.1. Experiment setup
The study reported in this paper is focused on eight designers, who are all professional architects recruited with an average of eight years of experience, and with no less than two years of experience in parametric design. Half of the designers are lecturers from universities with previous experience in the practice. Others are architects currently work in architectural design companies. In the experiment, each designer was required to complete the same given architectural design task using the chosen parametric modeller. During the experiment, both designers’ activities and their verbalisation were video-recorded by a screen capture program and the recorded data subsequently used for protocol analysis. The design environment is Rhino and Grasshopper, a typical PDE. Designers were given 40 minutes for the design session, although most needed slightly more time to complete the design. The design task was a conceptual design for a commercial building containing specific functions and located on a pre-modelled site that was provided to each designer. Since this study focuses on exploring designers’ behaviour at the conceptual design stage, participants were required to only consider concept generation, simple site planning and general functional zoning. No detailed plan layout was required. The tasks were both open and general enough to provide designers with the freedom to enable various possible strategies to be applied during the parametric design process. During the experiment, designers were not allowed to sketch manually so that almost all their actions occurred on the computer to ensure that the design environment was purely within the PDE. All of these controls were put in place to ensure that variables which could potentially bias the study were minimized.

3.2. A coding scheme for two classes of parametric design activities
The ways in which parametric design is used by architects are not well understood which is why Sanguinetti and Kraus argue that parametric design “requires a deeper understanding of how it can support our intentions as architects” [23, p. 47]. Compared to traditional design environments, in a PDE designers not only design by applying design knowledge, but they also define rules and their logical relationships, using parameters. When an architect models a building form using parameters they must assess design variations and data flows, adjust the values of parameters, and create or revise rules accordingly. At this time they are not only thinking about the actual building design, but also the rule design in order to achieve the building design. It is through the control of logical relationships between forms and functions as explicitly defined in the rules that the possibilities for design solutions are heightened [24, 25]. Thus, in a
typical parametric design process, there are two classes of cognitive design activities: the design knowledge and the rule algorithm. In the design knowledge class, architects make use of their design knowledge directly for addressing, for example, how to satisfy various functional requirements, how to adapt a building to the site, and how to shape the way people use the building. In the rule algorithm class, they apply design knowledge through the operations of the parametric design tools, including defining the rules and their logical relationships, choosing the parameters suitable for a particular purpose and relating external data with the defined rules. In order to capture the design processes involved in PDEs, each main variables from the original FBS ontology (R, F, Be, Bs, and S) are further decomposed into the two classes of design activities: the design knowledge class, denoted by the superscript K, and the rule algorithm class, denoted by the superscript R (Figure 2). For instance, when coding a segment in which a designer sets up an algorithm goal that segment will be coded as R^K.

![Diagram of FBS ontology in PDE](image)

Figure 2: Applying the FBS ontology in the PDE.

3.3. Analysis method – cumulative occurrence of design issues

In order to describe the effort that designers expended on each design issue across the design sessions, cumulative occurrence analysis is introduced to measure the aggregation process of the design issues. The cumulative occurrence of a design issue is shown by the number of design issues of one class that have occurred so far in a session at any particular segment.

We will use measurements based on the cumulative occurrence of the design issues; these measurement methods are adopted from Gero and Kannengiesser’s study on the cumulative analysis of multi-disciplinary designers’ behaviour [26]:

- First occurrence at start: if the design issue occurred at the start of the design session or later. This measures when a particular design issue starts.
- Continuity: if the design issue occurs throughout the design session or stops at a certain point.
- Shape of the graph: if the graph is linear or non-linear. Linearity is measured by the value of $R^2$.
- $R^2$: if $R^2 \geq 0.95$, then the graph is linear.
Slope: the slope is a measure of the speed of the design issue generation. The larger the value of the slope, the faster the design issue is generated.

These measurements reveal the details of designers’ activities across the whole design session. Using cumulative graphs, we can develop an understanding of the range and scale of the data. The number of segments in each of the eight protocols will be normalised to 100 segments.

4. CUMULATIVE OCCURRENCE RESULTS

4.1. General results

In order to increase the robustness of the protocol coding process, two rounds of segmentation and coding were conducted with an interval of two weeks between them. An arbitration session was subsequently carried out to produce the final protocol from the combination of the two coding rounds. The percentage of agreement between the two rounds was 83.4% [SD=5.7%], and between the individual rounds and the final arbitrated results was 91.5% [SD=3.1%]. These percentages are indicative of the methodological reliability of the coding process and results. From analysing the eight protocols, the average overall numbers of segments was 244 [SD=29.7]. The mean time spent on the design session was 48.4 minutes [SD=7.4] and over 92.2% of all segments were coded using the FBS model. Non-coded segments include those concerned with communication, software management, etc. The quantitative analysis of FBS design issue occurrences is shown in Table 1. The occurrences of design issues were normalized by turning them into percentages of the total number of design issues in each protocol. The results indicate that designers spent most of their cognitive effort on the structure-related design issues which consist of structure $S^K$ (21.56%), $S^R$ (20.49%), and behaviour from structure $Bs^K$ (23.55%). Although designers show individual differences in their design strategies and habits, by exploring the repeated patterns across their behaviours, characteristics of parametric design can be identified.

<table>
<thead>
<tr>
<th>Table 1. Design issue distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>R$^K$ (%)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>SD</td>
</tr>
</tbody>
</table>

4.2. Cumulative occurrence of overall design issues
The cumulative occurrence of the two classes of activities in terms of overall design issues in the PDE is shown in Figure 3. The horizontal axis is the normalised segment number, while the vertical axis represents the average cumulative occurrence of eight designers. Table 2 shows the measurements of the data represented in Figure 3. We set the threshold of agreement of 80% of all the protocols to determine the first occurrence at start, continuity, and linearity of the design issue.

The cumulative analysis result from Figure 3 and Table 2 suggest obvious differences between the design knowledge (K) and rule algorithm (R) classes. Design issues for the design knowledge class of all protocols start from the beginning of the design sessions, while those of the rule algorithm class do not. The graph shapes of all protocols of the design knowledge class are linear, while those of the rule algorithm class are not. In both classes, the design issues occur continuously. The two classes of design thinking, K and R, continue throughout the design sessions. The generation speed of rule algorithm occurrence is slower than that of design knowledge. The results suggest that designers consider design knowledge at the beginning of the design session while they think about rule algorithm later. Then they use both design knowledge and rule algorithm throughout the rest of design session.

Figure 3: Cumulative occurrence of overall design issues

Table 2. Measurements and observations of cumulative occurrence of overall design issues of the two classes (K and R) expressed as averages of the eight designers

<table>
<thead>
<tr>
<th>Slope</th>
<th>R²</th>
<th>First occurrence at start</th>
<th>Continuity</th>
<th>Shape (linear)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>R</td>
<td>R</td>
<td>K</td>
</tr>
<tr>
<td>Mean</td>
<td>0.590</td>
<td>0.408</td>
<td>0.977</td>
<td>0.922</td>
</tr>
<tr>
<td>SD</td>
<td>0.152</td>
<td>0.150</td>
<td>0.020</td>
<td>0.078</td>
</tr>
</tbody>
</table>
In the rest of this section, we look further into cumulative occurrence of design issues Be, Bs and S of the two classes of design activities. The reason we exclude F and R in the analysis is that they only occur at the design knowledge level.

4.3. Cumulative occurrence of design issue Be
The graph of cumulative occurrence of the two classes of activities of the design issue Be (expected behaviour) is shown in Figure 4. Table 3 shows the measurements of the data represented in Figure 4. The cumulative analysis result as shown in Figure 4 and Table 3 suggests: at the design knowledge class, Be starts at the beginning of the design session for all protocols, while at the rule algorithm class it starts later. The Be issues occur discontinuously at both design knowledge and rule algorithm classes, with a nonlinear shape for the cumulative curve. Analysis suggests that designers set up design knowledge related expected behaviours at the beginning of the design session, and the rule algorithm related expected behaviours are set up later.

Figure 4: Cumulative occurrence of design issue Be

Table 3. Measurement and observations of cumulative occurrence of Be of the two classes (K and R) expressed as averages of the eight designers

<table>
<thead>
<tr>
<th></th>
<th>Slope</th>
<th>R²</th>
<th>First occurrence at start</th>
<th>Continuity</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>R</td>
<td>K</td>
<td>R</td>
<td>K</td>
</tr>
<tr>
<td>Mean</td>
<td>0.102</td>
<td>0.131</td>
<td>0.908</td>
<td>0.896</td>
<td>100%</td>
</tr>
<tr>
<td>SD</td>
<td>0.078</td>
<td>0.073</td>
<td>0.064</td>
<td>0.117</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>R</td>
<td>K</td>
<td>R</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>38%</td>
<td>75%</td>
<td>77%</td>
<td>0%</td>
</tr>
</tbody>
</table>
4.4. Cumulative occurrence of design issue Bs

The cumulative occurrence of the two classes of activities of design issue Bs (behaviour from structure) is shown in Figure 5. Table 4 shows the measurements of the data represented in Figure 5. Figure 5 and Table 4 show that: firstly, the design issue Bs of all protocols do not start from the beginning of the design sessions; secondly, the Bs issue at the design knowledge class occur continuously while at the rule algorithm class it is discontinuous. Furthermore, the shape of the cumulative graph of Bs at the design knowledge level is linear, while at the rule algorithm level is nonlinear. During the design session, the examination of the geometry occurs continuously while the examination of the rules occurs occasionally. The occurrence of examining the rule is slower than examining the geometry.

![Figure 5: Cumulative occurrence of design issue Bs](image)

### Table 4. Measurement and observations of cumulative occurrence of Bs issue of the two classes (K and R) expressed as averages of the eight designers

<table>
<thead>
<tr>
<th></th>
<th>Slope</th>
<th>R²</th>
<th>First occurrence at start</th>
<th>Continuity</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>K</strong></td>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.237</td>
<td>0.061</td>
<td></td>
<td>38%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.043</td>
<td>0.033</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td><strong>R</strong></td>
<td></td>
<td>0.971</td>
<td>0.851</td>
<td>100%</td>
<td>25%</td>
</tr>
</tbody>
</table>

4.5. Cumulative occurrence of design issue S

The cumulative occurrence of the two classes of design issue S (structure) in the PDE is shown in Figure 6. Table 5 shows the measurements of the data represented in Figure 6. Figure 6 and Table 5 reveal some characteristics of design issue S at the two classes of activities based on the cumulative analysis result: firstly, the S issue at the design knowledge class of all protocols starts at the beginning of the design session, while at the rule algorithm class the S issue starts later; secondly, design issue S occurs
continuously at both design knowledge and rule algorithm classes. The cumulative graphs of the S issue in both classes are non-linear.

![Cumulative occurrence of design issue S](image)

**Figure 6: Cumulative occurrence of design issue S**

**Table 5. Measurement and observations of cumulative occurrence of S issues of the two classes (K and R) expressed as averages of the eight designers**

<table>
<thead>
<tr>
<th></th>
<th>Slope</th>
<th>$R^2$</th>
<th>First occurrence at start</th>
<th>Continuity</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>R</td>
<td>K</td>
<td>R</td>
<td>K</td>
</tr>
<tr>
<td>Mean</td>
<td>0.212</td>
<td>0.218</td>
<td>0.944</td>
<td>0.932</td>
<td>88%</td>
</tr>
<tr>
<td>SD</td>
<td>0.117</td>
<td>0.108</td>
<td>0.041</td>
<td>0.072</td>
<td>13%</td>
</tr>
</tbody>
</table>

5. RELATIVE EFFORT OF THE TWO CLASSES

Based on the cumulative occurrence analysis above, we normalise the absolute numbers into percentages. Since the length of each design session varies the number of segments in a session has been normalised to 100 segments, which makes each design session the same length (of 100 normalised segments). In order to be able to compare the relative cognitive effort, the cognitive activations associated with design knowledge and with rule algorithm are separated and aggregated across all eight protocols.

At each normalised segment the relative percentages of cognitive effort expended on the two classes of design activities – design knowledge and rule algorithm – are calculated and plotted. The resulting graphs provide a qualitative overview of the locus of cognitive effort distribution between design knowledge and rule algorithm, in addition to the quantitative values used to produce the graphs.
5.1. Overall relative effort on the two classes
The overall relative effort on the two classes of designers’ cognitive activities – design knowledge and rule algorithm is illustrated in Figure 7. The vertical axis represents the average value of relative effort of the eight protocols. The horizontal axis is the normalised segment numbers.

From the overall distribution of cognitive effort shown in Figure 7, we can see that initially the cognitive effort on design knowledge dominates that expended on rule algorithm. However, as the design session proceeds, the cognitive effort on design knowledge drops from 100% to approximately 60% of the total in a shape that looks like a decay curve. In parallel, as the design session proceeds, the cognitive effort expended on rule algorithm increases from 0% to approximately 40% of the total in a shape that looks like an excitation curve. Therefore, we can infer that in the parametric design process, designers still expend most effort on design knowledge; parametric scripting is mainly used to support their intention of generating models. Designers started with considering design knowledge related issues, such as building functions; as the design proceeded, they gradually spent more of their cognitive effort on parametric scripting. In the following sections, we articulate these results with further detail about the cognitive behaviour related to Be, Bs and S and draw implications from them.

![Figure 7: Overall relative cognitive effort expended on the two classes](image)

5.2. Relative effort on Be
Expected behaviour (Be) means that “designers use theory or experience to speculate what effect could fulfil a purpose before a specific structure is proposed” [27, p 36-37]. Applying it in rule algorithm related activities, Be\textsuperscript{R} often can refer to that designers set up algorithm goals or think about the way to achieve those goals.
The relative cognitive effort of Be expended on the two classes during the parametric design process is presented in Figure 8. The relative effort expended on the design knowledge class (Be^K) is higher at the beginning and then decreases across the design session; while that on the rule algorithm class (Be^R) rises toward the end of design session. At the end of the design session, designers’ cognitive effort expended on the rule algorithm class exceeds that on the design knowledge class. From this we can infer that later in the design session, designers tend to focus more on setting rule algorithm goals and exploring ways to achieve those goals.

![Figure 8: Relative cognitive effort of Be expended on the two classes](image)

5.3. Relative effort on Bs

Structure behaviour (Bs) refers to the behaviour derived from the structure: for the design knowledge class, Bs^K represents the evaluation of the existing geometry/structure; while for the rule algorithm class, Bs^R means evaluating the structure of the rule algorithm.

The relative cognitive effort of Bs expended on the two classes during the parametric design process is presented in Figure 9. Designers expended noticeably more cognitive effort on the design knowledge class than on the rule algorithm class during the whole design session. Design knowledge related activities decrease from 100% to approximately 70% during the first third of the design session and then remain unchanged at between 70%-80%; the rule algorithm related activities increase from 0% to 30% during the first third of the design session and then remain unchanged at between 20%-30%. From the results in Figure 9, we can also infer that in terms of Bs, rule algorithm related activities (Bs^R) do not commence at the beginning of the design session. One of the possible reasons is that designers only examine rule settings
after their rule concepts achieve a certain degree of maturity. Also, designers examine the geometry far
more than checking the rule setting.

Figure 9: Relative cognitive effort of Bs expended on the two classes

5.4. Relative effort on S
Structure (S) variables describe ‘the components of the object and their relationships, i.e., “what it is”.’ [28, p 374]. In the design knowledge class, structure (SK) refers to the elements or relationships of the geometries; while in the rule algorithm class, structure (SR) is defined as the structure of the rule algorithm – the components of rules and their relationships for parameterisation.

The relative cognitive effort of S expended on the two classes during parametric design process is shown in Figure 10. From the results in Figure 10, we can infer that design knowledge related activities dominate the design process during the early and mid-stages of the design session and then decrease and converge to a level similar to that of rule algorithm-related activities. The cognitive effort expended on SK decreases from 100% at the beginning of the sessions to approximately 50%; while those on SR increase from 0% to approximately 50%.
6. CONCLUSION

This paper reveals architects' cognitive behaviour in parametric design with a protocol study on eight professional architects. Through protocol analysis and based on the results of cumulative analysis of the design issues, the paper suggests that: firstly, the division of the design knowledge and rule algorithm classes is useful in understanding the designers’ behaviour in the PDE; secondly, some characteristics of the two design classes can be explored in terms of the first occurrence at start, continuity, and linearity; and thirdly, the relative cognitive effort analysis indicates that the design knowledge related activities dominate the parametric design process for all cognitive design issues. From the analysis of the relative effort expended on the two classes of design activities, we can identify the impact of rule algorithm in the parametric design process. Initially the cognitive effort on design knowledge dominates that on rule algorithm. However, as the design proceeds, the cognitive effort on design knowledge drops from 100% to approximately 60% of the total. In parallel, as the design proceeds, the cognitive effort on rule algorithm increases from 0% to approximately 40% of the total. Therefore, we can infer that in the parametric design process, designers still expend most effort on design knowledge; parametric scripting is mainly used to support their intention of generating models. Designers start with considering design knowledge related issues, such as the client’s requirement and building functions; when the design proceeds, they gradually spent more cognitive effort on parametric scripting.

These results have been produced using the method of protocol analysis. The common limitation of protocol analysis is that only a relatively small sample size can be accommodated in the method.
Nonetheless, it can still provide a very detailed data set and enable an in-depth analysis of the collected protocol data. Another limitation is that the study is based on simulated experiments, which would not be exactly the same as those undertaken in an actual design practice. However, in order to explore specific issues in the study and to produce reliable data, we have to constrain the experiments. By studying designers’ cognitive behaviour in the artificially simulated design experiment, it is possible to identify and isolate certain detailed design activities and design processes by only focussing on those specific issues.

The implications of the analysis results, if they are found to be generalizable, is that practicing architects with experience in using parametric design tools make use of those tools very early in a design session and make increasing use of them as the design session proceeds. This implies that the designer is substituting rule algorithm for design knowledge. This opens up ways of encoding design patterns that can form the basis of reusable rules that allow a designer to develop a style of designing and through the rule parameterisation a style of designs. Each design generated through the use of these patterns but parameterised individually is unique and responds to each unique program but forms part of an overall style associated with an individual designer or design team. The findings of the research also have implications for architectural education in the digital design age. Architectural education should include and address how design knowledge is captured in a rule algorithm and in parametric design in general rather than focusing on the technical skills of rule algorithm use.

From the designer’s perspective, parametric design tools can provide architects opportunities for designing through both design knowledge and rule algorithm, which opens up many possibilities: complex forms are able to be generated and managed more efficiently; parameters and external data can be embedded and linked to a design to enable more rational and better solutions; design variations can be developed in parallel and changes at different stages of the design can be easily made and traced. At the same time, new challenges emerge: first and foremost the role of architects is changing, such they need to be both architects and programmers/scripters. Using parametric tools, a designer’s programming/scripting skill has an impact on design. Through qualitative observation of our experiment, designers appear to use the programming/scripting method or existing scripts they are familiar with. This can be both efficient and constraining. The ways designers use parametric tools is therefore critical for the success of parametric
Some characteristics of architects’ cognitive behaviours in parametric design have been identified in this study, which can be directed to develop guidelines for parametric designers.
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