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Recent observations [A. Pustogow et al., Nature (London) 574, 72 (2019).] of a drop of the 17O nuclear
magnetic resonance (NMR) Knight shift in the superconducting state of Sr2RuO4 challenged the popular
picture of a chiral odd-parity paired state in this compound. Here we use polarized neutron scattering (PNS)
to show that there is a 34� 6% drop in the magnetic susceptibility at the Ru site below the superconducting
transition temperature. We measure at lower fields H ∼ 1

3
Hc2 than a previous PNS study allowing the

suppression to be observed. The PNS measurements show a smaller susceptibility suppression than
NMR measurements performed at similar field and temperature. Our results rule out the chiral odd-parity
d ¼ ẑðkx � ikyÞ state and are consistent with several recent proposals for the order parameter including
even-parity B1g and odd-parity helical states.
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Introduction.—Sr2RuO4 is a moderately correlated oxide
metal, which forms a good Fermi liquid and superconducts
[1] below 1.5 K. It has been initially proposed as a solid-
state analog [2,3] of superfluid 3He-A, driven by proximity
to ferromagnetism. The superconducting state was widely
assumed to possess chiral odd-parity order [4,5] with
broken time-reversal symmetry [6]. An important property
of odd-parity (triplet-paired) superconductors is that for
some magnetic field directions the spin susceptibility may
show no change upon entering the superconducting state.
This may be investigated by probes not sensitive to the
superconducting diamagnetic screening currents, such as
nuclear magnetic resonance (NMR) or polarized neutron
scattering (PNS). Early studies of the susceptibility using
the NMR Knight shift with 17O (NMR) [7] and PNS [8]
detected no change while crossing the superconducting
transition when magnetic fields were applied parallel to the
RuO2 or ab planes. These observations supported the
picture of triplet pairing with an out of plane d vector or
an unpinned in plane d vector ⊥H. Muon-spin rotation [6]
and Kerr effect [9] studies provide evidence that the
superconducting state exhibits time-reversal symmetry
breaking (TRSB).
More recently, it has become clear that it is difficult to

consistently describe the physical properties of the super-
conducting statewith a simple odd-parity representation [10].
For example, the favored d ¼ ẑðkx � ikyÞ state implies the
existence of edge currents, which are not detected experi-
mentally [11–14], andHc2 is much lower than expected [10].

Also a NMR experiment failed to detect any changes in
susceptibility for a c-axis field [15], even though it would
have to be reduced below Tc in the ẑðkx � ikyÞ state. It was
shown that rotation of the order parameter vector would be
forbidden by the strong spin-orbit coupling [16,17],which led
one of us to conclude that “the Knight shift in Sr2RuO4

remains a challenge for theorists; until this puzzle is resolved,
we cannot use the Knight shift argument” [16].
A recent 17O-NMR study by Pustogow et al. [18]

detected a significant reduction in the Knight shift on
entering the superconducting state for in plane fields for the
first time. This result has been reproduced by Ishida et al.
[19]. The reduction in susceptibility should also be
observed by PNS. However, a PNS study [8] with relatively
poor statistics and at a field μ0H ¼ 1 T was unable to
observe a reduction.
In this Letter, we report PNS measurements at a lower

field (μ0H ¼ 0.5 T) and with better statistics. We find a
34� 6% drop in the magnetic susceptibility at the Ru site
below Tc. This is somewhat smaller than the 63� 8% drop
observed by NMR Knight shift measurements [19] at the in
plane O site for a similar field μ0H ¼ 0.48 T. The non-
interacting spin susceptibility in the superconducting state
extracted from our PNS measurements is larger than that
determined from the NMR Knight shift [18,19]. Thus, the
PNS data better match different paired states. We discuss
possible reasons for the difference between the two
observations and the constraints our results place on the
allowed superconducting order parameter.
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The spin susceptibility as a probe of the superconducting
state.—The transition to a superconducting state involves
the pairing of electrons and hence a change in the spin wave
function. In the case of singlet pairing, where the spin
susceptibility is suppressed everywhere (barring exotic
cases as Ising superconductivity), its T dependence is
described by the Yosida function [20,21]. A triplet super-
conductor is described by a spinor order parameter,

Δ ¼
�Δ↑↑ Δ↑↓

Δ↓↑ Δ↓↓

�
¼ Δ

�−dx þ idy dz
dz dx þ idy

�
; ð1Þ

where the d vector is d ¼ ðdx; dy; dzÞ. The noninteracting
spin susceptibility tensor is given by [22]

χ0;αβ
χ0ðnÞ

¼ δαβþ
Z

dΩ
4π

½Yðk̂;TÞ−1�ℜ
�
d�αðkÞdβðkÞ
d�ðkÞ ·dðkÞ

�
; ð2Þ

where the integral is over the Fermi surface, Yðk̂; TÞ is
the Yosida function, and χ0ðnÞ is the normal-state spin
susceptibility. Table I shows χ0ðT → 0; H → 0Þ ¼ χ0ð0Þ
evaluated using Eq. (2) for selected irreducible representa-
tions and applied field directions.
The measurements of the spin susceptibility in the

superconducting state are complicated by diamagnetic
screening due to supercurrents, which precludes quantita-
tive measurements with standard techniques such as

superconducting quantum interference device (SQUID)
magnetometry. The NMR Knight shift and PNS have been
used successfully to measure the spin susceptibility in the
superconducting state. The Knight shift K originates from
the hyperfine interaction between the nuclear moment and
the magnetic field at the nuclear site produced by the
electrons surrounding that site, which is only indirectly
related to the total magnetization. For instance, core
polarization and spin-dipole interaction do not contribute
to the latter, but affect the Knight shift, while spin and
orbital moments have different spatial distributions and
therefore produce different contributions toK with opposite
signs in some cases [24,25]. In contrast, PNS probes the
total magnetization density MðrÞ induced by an external
magnetic field μ0H. The orbital and spin magnetization are
equally weighted and MðrÞ is averaged in space. In the
normal state of Sr2RuO4, three bands cross the Fermi
surface [26]. The partially filled Ru t2g orbitals account for
the majority of the density of states at the Fermi energy.
Hence, the majority of the spin susceptibility is associated
with the Ru site probed by PNS.
In PNS, the spatially varying density MðrÞ is measured

by diffraction. This technique was first applied to V3Si by
Shull and Wedgwood [27]. It has also been used to probe
cuprate [28] and iron-based [29,30] superconductors where
singlet pairing has been observed. Early PNS measure-
ments by Shull and Wedgwood [27] of the T dependence of
the induced magnetization in V3Si showed that the

TABLE I. Irreducible representations of superconducting order parameters compatible with the tetragonal point groupD4h with strong
spin-orbit coupling [23]. The left and right sides are even-parity (singlet) and odd-parity (triplet) states, respectively. Columns 3 and 10
show states with vertical (v), kkz, or horizontal ðhÞ;⊥kz, line nodes on a 2D Fermi surface. States with kμ transform like sin kμ, while
states with k2μ transform like cos kμ. Ticks indicate TRSB. χ0 is calculated from Eq. (2) for a cylindrical Fermi surface.

State
Basis

function
Line
nodes TRSB

χ0ðH; T → 0Þ=χ0ðnÞ
with Hk State

Basis
function

Line
nodes TRSB

χ0ðH; T → 0Þ=χ0ðnÞ
with Hk

ΔðkÞ ½100� ½110� ½001� dðkÞ ½100� ½110� ½001�
A1g k2x þ k2y ✗ 0 0 0 A1u x̂kx þ ŷky ✗ 1=2 1=2 1

ẑkz (h) ✗ 1 1 0
A2g kxkyðk2x − k2yÞ (v) ✗ 0 0 0 A2u x̂ky − ŷkx ✗ 1=2 1=2 1

ẑkxkykzðk2x − k2yÞ ðv; hÞ ✗ 1 1 0

B1g k2x − k2y (v) ✗ 0 0 0 B1u x̂kx − ŷky ✗ 1=2 1=2 1

ẑkxkykz ðv; hÞ ✗ 1 1 0

B2g kxky (v) ✗ 0 0 0 B2u x̂ky þ ŷkx ✗ 1=2 1=2 1

ẑkzðk2x − k2yÞ ðv; hÞ ✗ 1 1 0

EgðaÞ kxkz; kykz ðv; hÞ ✗ 0 0 0 EuðaÞ x̂kz; ŷkz (h) ✗ 0; 1 1=2 1

ẑkx; ẑky (v) ✗ 1 1 0

EgðbÞ ðkx � kyÞkz ðv; hÞ ✗ 0 0 0 EuðbÞ ðx̂� ŷÞkz (h) ✗ 1=2 0; 1 1

ẑðkx � kyÞ (v) ✗ 1 1 0

EgðcÞ ðkx � ikyÞkz (h) ✓ 0 0 0 EuðcÞ ðx̂� iŷÞkz (h) ✓ 1=2 1=2 1

ẑðkx � ikyÞ ✓ 1 1 0
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susceptibility only dropped to about 1
3
of its normal-state

value for applied fields of ≈0.1Hc2. This residual suscep-
tibility is due to the orbital susceptibility present in
transition metals [31,32]. Importantly, such cancellation
effects work very differently in NMR and PNS, for
instance, in V metal NMR shows no or a very small
change [33,34] in the Knight shift across Tc, because of
nearly exact cancellation of the core polarization (an effect
specific to NMR) and the Fermi-contact term.
NMR and PNS probe the susceptibility in a super-

conductor in the mixed state and typically in relatively
high magnetic fields ∼1 T. It is well known that vortices
create low-energy electronic states [35,36]. In the mixed
state of conventional superconductors, the associated
quasiparticle density of states N ⋆

FðHÞ ∝ N ⋆
FðnÞH=Hc2

comes from low-energy localized states in the vortex cores
[35], while in superconductors with lines of gap nodes
N ⋆

FðHÞ ∝ N ⋆
FðnÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H=Hc2

p
comes from the vicinity of the

gap nodes in the momentum space and partially from
outside the vortex cores [36]. The same states give rise to a
linear heat capacity and also contribute to the spin
susceptibility. For example, a linear field dependence of
χ ¼ M=H has been observed [29] in the superconducting
state of BaðFe1−xCoxÞ2As2.
Experimental method.—The experimental setup and

crystal were the same as described in Duffy et al. [8]. A
single crystal (C117) of Sr2RuO4 with dimensions of 1.5 ×
2 × 5 mm grown by the floating-zone method was
mounted with [100] vertical. The sample size was chosen
so as not to saturate the detector. Tc of this sample is 1.47 K
and μ0Hc2ð100 mKÞ ¼ 1.43 T for Hjj½110� [8,37]. We
used the three-axis spectrometer IN20 at the Institut
Laue-Langevin, Grenoble [38]. A vertical magnetic field
was applied perpendicular to the scattering plane along the
[100] direction. Measurements of the nuclear Bragg reflec-
tions (002) and (011) verified that the field was within 0.11°
of the [100] direction. ThePNS experimentswere performed
in the superconducting state at the (011) Bragg reflection
with μ0H ¼ 0.5 T. The beam was monochromatic with
E ¼ 63 meV. The spectrometer beam polarization was
93.2� 0.1%, measured at the (011) reflection using a
Heusler monochromator and analyzer. Detector counts were
normalized either to time or by using a neutron counter
placed in the incident beam. Both methods produced
consistent results. The sample was field cooled, and test
measurements with polarization analysis were performed to
check for depolarization from the vortex lattice. We mea-
sured the beam polarization at the (002) and (011) Bragg
reflections for μ0H ¼ 0.5 T, and no measurable difference
between superconducting and normal states could be
detected. Susceptibility measurements were performed with
a polarized beam without the analyzer as in Duffy et al. [8].
PNS experiments [8,29] can directly probe the real-space

magnetization density MðrÞ in the unit cell, induced by a
large magnetic field μ0H. Because of the periodic crystal

structure, the applied magnetic field induces a magnetiza-
tion density with spatial Fourier componentsMðGÞ, where
G are the reciprocal lattice vectors, and

MðGÞ ¼
Z
unit cell

MðrÞ expðiG · rÞdr: ð3Þ

We measure the flipping ratio R, defined as the ratio
of the cross sections Iþ, I− of polarized incident beams
with neutrons parallel or antiparallel to the applied mag-
netic field. A detector insensitive to the scattered spin
polarization and summing over the final spin states was
used. The experiment is carried out in the limit
ðγr0=2μBÞMðGÞ=FNðGÞ ≪ 1. In this limit [8], the flipping
ratio is

R ¼ 1 −
2γr0
μB

MðGÞ
FNðGÞ ; ð4Þ

where the nuclear structure factor FNðGÞ is known from the
crystal structure and γr0 ¼ 5.36 × 10−15 m. For the (011)
reflection, we used FN ¼ 4.63 × 10−15 m:f:u:−1.
Results.—In the present experiment we apply magnetic

fields along the [100] direction to allow comparison with
NMR measurements [18,19]. We first established the
normal-state susceptibility χðnÞ by making measurements
at T ¼ 1.5 K and μ0H ¼ 2.5 T as shown in Fig. 1(a). Our
signal, 1 − R, is proportional to the induced moment
[Eq. (4)] and our error bars are determined by the number
of counts in I� and hence the counting time. Thus, the 2.5 T
measurement (closed diamond) provides the most accurate
estimate of the normal-state susceptibility, shown by the
horizontal solid line. The data have been converted to χ
using Eq. (4) [39]. A further measurement (closed circle)
was performed in the superconducting state at T ¼ 0.06 K
and μ0H ¼ 0.5 T with a total counting time of 52 h in order
to obtain good statistics and a small error bar. The differ-
ence between χðnÞ and the χðT ¼ 0.06 K; μ0H ¼ 0.5 TÞ
point demonstrates a clear drop in χ of 34� 6% on entering
the superconducting state.
Figure 1(b) shows PNS and NMR results presented

as a function of magnetic field. It is notable that PNS yields
a larger susceptibility in the superconducting state
than what can be deduced from the 17O Knight shift
[19] K at comparable field and temperature. Specifically,
at μ0H ≃ 0.5 T and T ≃ 60 mK, we have χðPNSÞ=χðnÞ ¼
0.66� 0.06 and KðNMRÞ=KðnÞ ¼ 0.37� 0.08. In the
Supplemental Material [42], we show how the measured
susceptibility χ is corrected for Fermi liquid effects (Stoner
enhancement) and the orbital contribution. The corrected
noninteracting spin susceptibility χ0=χ0ðnÞ, which can be
compared with theory, is shown in Fig. 1(c).
As discussed above, PNS and NMR probe the magneti-

zation in different ways, so there are reasons why the results
may be different. For the (011) Bragg reflection, the PNS
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method measures M½G¼ð011Þ�≈MRu ×fRuðGÞþ1.04×
MOð2Þ×fOðGÞ≈MRu ×fRuðGÞ, where f is the magnetic
form factor and M is the magnetic moment on a given site.
Note that the O(1) oxygen sites [see Fig. 1(c)] do not
contribute to the magnetic signal observed at this reflection.
Further, the moment on the oxygen O(2) sites is known to
be small from NMR Knight shift measurements [19] and
density-functional theory calculations [55,56]. Thus, our
measurement is essentially sensitive only to the Ru sites
where most of the moment resides. In contrast, recent NMR
experiments [18,19] mainly probed the oxygen O(1) sites.
As mentioned, χ0ðTÞ for an isotropic s-wave super-

conductor is expected to follow the Yosida function [20].
This function can be easily modified [21] to account for a
superconductor with vertical line nodes. At low temper-
atures, the drop in χ ≡M=H will be field dependent due to
the introduction of vortices. Modeling the effect of vortices
on the spin susceptibility is theoretically difficult; in
addition, Sr2RuO4 shows a first-order phase transition at
Hc2 with a “step” in the spin magnetization [57–59].
Nevertheless, in Fig. 1(c) we fit two simple illustrative
low-T field dependencies of χ0ðHÞ with χ0;sðHÞ ¼ χ0ð0Þ þ
ΔχH=Hc2 and χ0;nodalðHÞ ¼ χ0ð0Þ þ Δχ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H=Hc2

p
for

the s-wave and nodal cases using the actual Hc2 [35,36].
Our s-wave and nodal field-dependent fits yield zero-
field residual values of χ0ð0Þ=χ0ðnÞ of 0.55� 0.09
and 0.29� 0.15, respectively. Both fits give χ ≈ 8 ×
10−4 μB T−1 f:u:−1 for μ0H ¼ 1 T.
Our data are consistent with two interesting scenarios as

H → 0: (i) a rapid reduction of χ0 below 1
3
Hc2 [solid line in

Fig. 1(c)] and (ii) a large residual contribution to χ0 in the
H → 0 limit (dotted line). Case (i) would be consistent with

an even-parity (singlet) state with deep minima or nodes
[36] in the gap and a small residual spin susceptibility. In
case (ii), there would be a large residual spin susceptibility.
This would be qualitatively consistent with various states in
Table I and other proposals discussed below.
Both χ0ðHÞ and the linear coefficient of specific heat

γðHÞ ¼ Ce=T can detect the low-energy states introduced
by vortices. For a singlet superconductor, they are expected
to show similar behavior [59]. In Figs. 1(b) and 1(c), we
reproduce the measured γðHÞ [43] for Hk½100� and the
recent NMR Knight shift [18,19], which both yield smaller
values when normalized to the normal state [42].
It is instructive to compare the present PNS data with that

of Duffy et al. [8] measured with Hk½110�. From Table I,
one can see that the effect of the field is expected to be the
same for the [100] and [110] directions for all order
parameter symmetries, except for two of the Eu states.
In Fig. 1(a), we also show the PNS results of Duffy et al. [8]
(open squares) measured at a field of 1 T with Hk½110�.
These were probed at the (002) Bragg peak and have
therefore been scaled by the ratio of the Ru form factors
[40,60] at (011) and (002) for comparison. The blue solid
and dotted lines show T-dependent fits (See Supplemental
Material [42]) of a Yosida functions [20,21]. When the data
are fitted in this way, the resulting 1 T susceptibility point
has a large error bar [Fig. 1(b)]. Thus, Duffy et al. [8] were
probably unable to resolve a change in χ below Tc because
of the lower statistical accuracy and use of a higher field,
where the suppression effect is smaller. However, the Eu
state d ¼ ðx̂ − ŷÞkz (which shows no change in χ0 for
Hk½110� and a change for Hk½100�) cannot currently be
ruled out by the PNS experiments.
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FIG. 1. PNS measurements of χ ¼ MðGÞ=H at G ¼ ð011Þ. (a) T dependence of χ shows a drop below Tc for μ0Hk½100�. Results of
Duffy et al. [8] with μ0H ¼ 1Tk½110� (open symbols) are scaled by the Ru magnetic form factor [40]. T dependencies (dotted and solid
lines) are fitted using the Yosida functions [20,21,41]. (b) H dependence of χ at T ¼ 60 mK. χðHÞ is fitted to s-wave and nodal models
(see text). Blue square is from fit [42] in (a). (c) H dependence of the scaled noninteracting spin susceptibility χ0ðHÞ=χ0ðnÞ determined
by correction for Stoner enhancement and orbital contribution [42]. Also shown are 17O NMR Knight shift K, data at similar
temperatures from Pustogow et al. [18] and Ishida et al. [19], and the measured linear coefficient of the specific heat γ ¼ Ce=T from
Kittaka et al. [43]. Both quantities have been scaled to their normal-state values. Bars to the right of (c) show intercepts of model curves
and confidence intervals.
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Discussion.—Many superconducting states have been
proposed for Sr2RuO4. Some of those are shown in Table I
and, following the observations of Pustogow et al. [18],
there have also been new theoretical proposals [61–63].
The PNS measurements reported here yield a noninteract-
ing spin susceptibility in the superconducting state
χ0ðμ0H ¼ 0.5TÞ=χ0ðnÞ ¼ 0.71� 0.06, which is larger
than the NMR Knight shift [18,19]. Thus, the PNS data
better match different states. We concluded above that the
residual χ0ð0Þ=χ0ðnÞ ¼ 0.55� 0.09 or 0.29� 0.15 for
non-nodal [e.g., x̂kx þ ŷky, ẑðkx � ikyÞ] or (near) nodal
[e.g., s0, dx2−y2 , ðkx � ikyÞkz� gaps, respectively. Thus, our
PNS measurements do not rule out all odd-parity states,
but they do rule out those with χ0ð0Þ=χ0ðnÞ ¼ 1 in Table I.
This includes the previously widely considered chiral p-
wave d ¼ ẑðkx � ikyÞ state [2,4,5,64]. Odd-parity states
with in plane d vectors such as the helical triplet (e.g.,
d ¼ x̂kx þ ŷky) states proposed by Rømer et al. [61] have a
partial (≈50%) suppression of χs and therefore are not ruled
out. Other states that are qualitatively compatible with our
observations include the TRSB s0 þ idx2−y2 and nonunitary
x̂kx � iŷky states [61] proposed by Rømer et al. [61], states
resulting from the 3D model of Røising et al. [62], the
TRSB dxz�iyz of Zutic and Mazin [16,65], or the newest
dþ ig proposal by Kivelson et al. [63].
The smaller χ0ð0Þ=χ0ðnÞ ¼ 0.29� 0.15 for nodal

states is compatible with even-parity order parameters
with deep minima or nodes in the gap, listed above,
particularly if other (impurity or orbital) contributions
are included in our estimated χ0, which are not due to
quasiparticles excitations [42,66,67]. The nodal s0- and
dx2−y2-wave states are supported by thermal conductivity
[68], angle-dependent specific heat [43], penetration
depth [69], and quasiparticle interference experiments
[70], albeit not by the evidence of TRSB or by the
recently observed discontinuity in the c66 shear modulus
[71]. Future PNS measurements at lower fields and
other field directions will place further constraints on
the allowed paired states.
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