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The excitonic insulator is an electronically driven phase of matter that emerges upon
the spontaneous formation and Bose condensation of excitons. Detecting this exotic
order in candidate materials is a subject of paramount importance, as the size of the
excitonic gap in the band structure establishes the potential of this collective state for
superfluid energy transport. However, the identification of this phase in real solids is
hindered by the coexistence of a structural order parameter with the same symmetry
as the excitonic order. Only a few materials are currently believed to host a dominant
excitonic phase, Ta;NiSes being the most promising. Here, we test this scenario by
using an ultrashort laser pulse to quench the broken-symmetry phase of this transition
metal chalcogenide. Tracking the dynamics of the material’s electronic and crystal
structure after light excitation reveals spectroscopic fingerprints that are compatible
only with a primary order parameter of phononic nature. We rationalize our findings
through state-of-the-art calculations, confirming that the structural order accounts for
most of the gap opening. Our results suggest that the spontaneous symmetry breaking
in Ta;NiSes is mostly of structural character, hampering the possibility to realize
quasi-dissipationless energy transport.

excitonic insulator | structural phase transitions | time- and angle-resolved photoemission
spectroscopy

The excitonic insulator (EI) is an elusive state of matter predicted theoretically in 1965
(1-3) and proposed to exhibit many unusual properties, such as superfluid energy
transport (4), electronic ferroelectricity (5), and superradiant emission (6). In several ways
the EI is analogous to a superconductor, both being many-body phenomena beyond the
scope of noninteracting electron theory and both involving the spontaneous emergence of
a condensate. In the EI, the condensate is formed by excitons, bound states of electron—
hole pairs (7, 8). While this exotic instability is electronically driven in nature (i.e.,
triggered by the Coulomb interaction), it is in general accompanied by a structural
phase transition with the same symmetry (9). As a result, the system develops two
linearly coupled order parameters that have no symmetry distinction, and the question
of whether the transition is excitonic or structural in nature is quantitative rather than
qualitative, involving a comparison of energy scales. In particular, a phase can be classified
as predominantly excitonic on the basis of two theoretically defined criteria (Appendix
A): i) the instability occurs in the electronic subsystem alone, at fixed ionic positions
(1, 2), and ii) the symmetry breaking leads to the emergence of a pseudo-Goldstone
collective mode (phason) with much smaller energy than the Higgs-like mode (10).
From these considerations, it follows that assessing the size of the excitonic and structural
contributions to the instability is crucial to establishing the energetics of the EI state
and its putative phase mode. Indeed, if the symmetry breaking had mostly structural
character, the phason would be pinned at the high energy scale of the structural gap,
hindering any possibility of realizing dissipationless transport and excitonic superfluidity
even upon application of tailored external stimuli.

There are only few EI candidates, of which Ta;NiSes is one of the most extensively
studied. Above a critical temperature 7¢ = 328 K, this material crystallizes in a layered or-
thorhombic unit cell that consists of parallel Ta and Ni chains (Fig. 14). At T¢, a second-
order phase transition lowers the crystalline symmetry to monoclinic, and the material
simultaneously undergoes a semimetal-to-semiconductor transition (11, 12). Of note is
the breaking of mirror symmetry (10, 13) and the development of spontaneous strain
below 7¢ (13, 14). In the semiconducting phase, a gap opens in the electronic structure
(11, 15), and the valence band (VB) top acquires an M-like flat shape around the I" point
of the Brillouin zone (as schematically represented in Fig. 1B) (12, 16). Since this band
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Fig. 1. (A) High-temperature orthorhombic crystal structure of Ta,NiSes showing the layered nature of the system along the y axis and the quasi-one
dimensional Ta- and Ni chains running along the x axis. The TaSeg octahedra and NiSe4 tetrahedra are represented in light blue and pink, respectively. (B)
Schematic band diagram for gap formation in a candidate El. The concomitant action of interband Coulomb interaction and the lowering of the crystal symmetry
lead to band hybridization and result in the opening of an excitation gap 2A for T < T¢. (C) Schematic of the trARPES experiment. An ultrashort near-infrared
pump pulse illuminates the sample and a delayed ultraviolet probe pulse photoejects electrons at different energies and momenta. The photoelectrons are

finally detected in a time-of-flight analyzer.

flattening is expected from the Bogoliubov transformation for an
electron—hole pair, it has been quoted as evidence for an electronic
origin of the phase transition in TayNiSes. In this scenario,
the changes in the lattice degrees of freedom accompanying the
electronic structure reconstruction are interpreted in terms of
linear coupling of the lattice to the putative EI order parameter
(10, 17). Nevertheless, the opening of the hybridization gap and
the M-shaped dispersion could also follow from a fundamentally
distinct effect: the lowering of the crystal symmetry alone (12,
18). Under this circumstance, the primary order parameter would
be structural in nature, with relevant consequences on the energy
of the phason and the fate of the EL

Such an underlying complexity in Ta;NiSes so far has posed
significant challenges to disentangling different contributions
to gap formation in experiments performed under equilibrium
conditions. Advanced nonequilibrium schemes can in principle
separate the time dependence of the electronic and structural
components of the instability and determine their relative impor-
tance to gap formation (19-22). In particular, time- and angle-
resolved photoemission spectroscopy (trARPES) has emerged as
a powerful technique for mapping the temporal evolution of
electronic bandgaps in response to the laser-induced quench
of broken-symmetry phases. However, to draw conclusions on
the underlying symmetry breaking in TayNiSes, trARPES must
operate in a parameter space (e.g., sample temperature, pump
fluence, and repetition rate) that keeps the electronic and lattice
temperatures well separated (23-25); in addition, as the bandgap
of TayNiSes is predicted to be weakly indirect in the k,-k,
plane, a systematic study of both valence and conduction bands
over a wide portion of the two-dimensional (2D) Brillouin
zone is required. All these conditions have not been met by
previous trARPES studies (S7 Appendix, section S4 for a detailed
comparison with our results) (23-29), thus calling for the design
of tailored experiments.

Here, we present a joint experimental—theoretical study aimed
at uncovering the nature of the phase transition in Ta;NiSes.
Experimentally, we investigate the quench dynamics driven by
an ultrashort laser pulse when the material is kept deep in the
low-temperature broken-symmetry phase. By using two distinct
trARPES setups operating at 30 to 100-kHz repetition rate,
we observe that intense photoexcitation is not sufficient to
induce bandgap collapse in the 2D k-4, plane, even though
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the electronic temperature largely exceeds 7¢ and the depletion
of the electronic states near the VB maximum is strong;
moreover, we reveal that the dominant response proceeds over
a phononic rather than electronic timescale. Advanced first-
principles calculations performed in the realistic low-temperature
unit cell clarify that the leading contribution to gap opening
in TayNiSes is of structural origin, as encountered in phonon-
driven displacive transitions.

1. Experimental Results

We investigate the origin of the phase transition in the candidate
EI TayNiSes via trARPES (Fig. 1C), choosing the experimental
parameters so that the excitonic and structural contributions to
gap formation can be clearly separated. Specifically, we drive a
single crystal of Ta;NiSes deep in the low-temperature phase
(I = 11 K) with an intense near-infrared laser pulse that
rapidly changes the electronic distribution, in effect increasing the
electronic temperature (7,) well above the transition temperature
(T, > T¢) while keeping the lattice cold (77 « 7¢). The
combination of a vacuum ultraviolet probe beam and a time-
of-flight electron analyzer allows us to access a large portion
of the in-plane Brillouin zone, elucidating how the electronic
gap reacts to photoexcitation along both k—the direction
parallel to the chains in the orthorhombic cell—and £, the one
perpendicular to it. This feature, which had never been explored
by previous trARPES studies on Ta;NiSes (23, 24, 26-29), is
of relevant interest because the material’s electronic structure
is not purely one-dimensional, with the interchain coupling
establishing a well-defined dispersion along 4, (12). Details of
the methods are reported in S/ Appendix, section S1. Within
this experimental protocol, the light-induced renormalization of
the electronic gap reflects the origin of the instability: Indeed,
if the gap was purely excitonic in nature, one would expect its
complete melting on an electronic timescale; conversely, in the
presence of a predominantly structural gap, the change in gap
size would be governed by the electron—phonon coupling and
lattice anharmonicity effects.

Fig. 2 A and B show snapshots of trARPES spectra along
k. for kb, = 0 A™L. Before photoexcitation (Fig. 24), the flat
antibonding VB is observed around an energy of —0.16 eV
relative to the Fermi level (£F) at I', whereas the bonding VB
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Fig. 2. (A and B) Snapshots of the trARPES spectra along the ky momentum direction and for k; = 0 A=, The data have been measured at 11 K with a probe
photon energy of 10.75 eV and an absorbed pump fluence of 0.4 mj/cmZ2. (4) Snapshot before photoexcitation (t < 0). At the I' point of the Brillouin zone (kx =
0 A-"), the flat antibonding VB is located around —0.16 eV, whereas the bonding VB appears around —0.65 eV. (B) Snapshot measured at the maximum of the
pump-probe response (t = 0.3 ps). Upon photoexcitation, the VB is depleted in intensity and broadens significantly. Spectral weight is transferred above £r and
accumulates close to I'. (C-F) Evolution of the photoexcited state (at t = 0.3 ps) along kx at representative k; momenta, as indicated in the labels. Note that the
color scale is different from that of panels A and B. The spectral weight above Er assumes a W-like shape consistent with the dispersion of the CB. The VB and
CB never cross each other, and thus, the gap size remains finite in the whole kx-k; momentum space around I'. The white lines denote the energy-momentum
dispersion calculated at the GW level (Fig. 4B). A rigid shift of —84 meV has been applied to the VB to account for the underestimated gap resulting from the

GW method. The calculated dispersions have an excellent match with the experimental findings.

appears at —0.65 eV (16). Photoexciting electron—hole pairs with
T, of several hundred kelvins above 7, while keeping 77 well
below T induces a modification of the band structure that is the
strongest around 0.3 to 0.4 ps (Fig. 2B). The flat VB is depleted in
intensity and broadened substantially, but its peak energy remains
nearly unchanged at all momenta (S Appendix, Fig. S4). This is
in stark contrast to the behavior observed in equilibrium upon
increasing the lattice temperature in the vicinity of 7¢, which
involves a prominent energy shift of the VB toward EF (12, 16); it
also differs from the behavior reported in trARPES measurements
performed under experimental conditions different from ours (87
Appendix, section S4 for a thorough discussion about the effects
of lattice temperature, laser fluence, and repetition rate on the
trARPES response of TayNiSes) (23, 26, 28, 29).

Another important feature in the pump—probe spectrum is
found above EF, where spectral weight accumulates around the
I point. To investigate the nature of these states, we acquire data
at 0.3 ps with improved sensitivity around Er and show them
in Fig. 2 C—F at representative k, values. At &, = 0 A-! and
an energy of ~50 to 75 meV (Fig. 2C), we observe an upward-
dispersing band with a characteristic W shape, which we identify
as the lowest conduction band (CB). While the exact estimate
of the nonequilibrium gap is hindered by energy resolution
constraints, the relevant aspect for our discussion is that the gap
along 4, remains always open, with an approximate size (210 to
240 meV) that is comparable to the most accurate experimental
estimate of the equilibrium gap available to date (87 Appendix,
section S8C). Direct inspection of the snapshots simultaneously
taken at finite 4, (Fig. 2 D—F) confirms that the VB and CB never
cross each other throughout the 2D momentum space around I'.
Thus, already at this stage, our data indicate that the size of the
putative excitonic gap is at least an order of magnitude smaller
than that of the structural gap. We remark that this behavior
occurs in the presence of a clear separation between the electronic
and lattice temperatures, differing from the response observed in
several trARPES studies performed at high fluence and samples
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temperature (a condition that leads the lattice to transiently heat
up above 7¢) (26, 27, 29).

To elucidate whether the electronic or ionic degrees of freedom
control the dynamics, we measure the trARPES signal with a high
time resolution setup. Fig. 34 displays the energy distribution of
the photoemission intensity around I" (integrated over +0.05
A=V in the k.4, plane) as a function of pump—probe delay.
Tracking the evolution of the VB intensity at different pump
fluences (Fig. 3B) allows us to observe a response that is
complete within ~0.3 to 0.4 ps, a timescale longer than our
instrument response function. This behavior is incompatible with
the very short timescale (i.e., few fs; ST Appendix, section S5)
that characterizes the plasma-induced screening of the Coulomb
interaction. The latter effect plays an important role in the
bandgap renormalization of conventional semiconductors and,
in the case of a model two-band EI, it is expected to modify the
excitonic gap amplitude on timescales of 10 to 100 fs (30-32).
Direct inspection of our raw data and a combined analysis of
the VB amplitude, broadening, and peak position (S Appendix,
Fig. S7) indicates that plasma screening in Ta;NiSes provides
only a small contribution to the gap renormalization compared
to the phenomenon evolving on the slower timescale. (Details are
given in ST Appendix, section S5.) The same analysis suggests that
the dominant process involves the emission of optical phonons,
a behavior usually observed in materials with a gap of structural
origin (19, 33, 34). To assess the validity of this scenario, we
search for an unambiguous signature of strongly coupled phonon
modes in Ta;NiSes. Fig. 3C displays the momentum-integrated
photoemission response as a function of time at representative
energies of —0.05 ¢V and —0.08 eV. Both curves refer to the
upper edge of the VB and show the presence of oscillations in the
photoemission intensity due to coherent phonons. Subtracting
the multiexponential background from the data of Fig. 3C allows
us to isolate the signal of the collective response (Fig. 3D). The
residuals reveal that the coherent phonon oscillations already
emerge during the rise of the pump—probe signal, confirming
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Fig. 3. (A) Map of the photoelectron intensity at the I' point as a function of energy and pump-probe delay. The data have been acquired at 14 K with a probe
photon energy of 6.20 eV and an absorbed pump fluence of 0.85 mj/cm?2. (B) Excitation-density dependence rise of the photoelectron intensity response at I
(dotted lines). Fits to the experimental traces are overlapped in solid lines. The traces are selected at an energy of —0.158 eV with respect to £ and averaged
over an energy window of +£0.05 eV, as indicated by the dashed rectangle in panel A. (C) Time dependence of the momentume-integrated photoelectron intensity
in selected energy intervals referenced to Er. Intensities are normalized to the average intensity /y in the delay interval [-300,—50] fs; curves are offset for
clarity and smoothed. The energy interval over which the intensity is integrated is +0.05 eV around the indicated energy. (D) Oscillatory component singled out
from the temporal traces of panel C by subtracting the nonoscillatory transient. For visualization purposes, the residuals have been multiplied by a factor of 5
and smoothed. (E) Fourier transform analysis of the oscillatory signal in D. Four frequency components (labeled as |-IV) appear in the spectrum, and they are
identified as Raman-active phonons of Ta, NiSes. The corresponding frequencies detected in spontaneous Raman scattering (17) are indicated by orange dots.

that the maximum gap response is locked to a phononic
timescale. Applying a Fourier filter to the signal of Fig. 3D
yields the frequency spectrum of Fig. 3E. The peaks (labeled
as [-IV) match the frequencies of four Raman-active phonons
previously observed in other ultrafast studies (17, 27, 28, 35, 36).
The presence of mode IV deserves special attention, as this
is a characteristic fingerprint of the monoclinic phase of
TayNiSes (81 Appendix, section S6). It indicates that the crystal
maintains the low-temperature structure even if the electronic
distribution becomes strongly nonequilibrium, another feature
incompatible with a symmetry breaking of purely excitonic
origin.

In summary, our low-temperature (10 to 15 K) and high-
precision ultrafast study shows that the above-gap photoexcita-
tion of Ta;NiSes leads to: i) a substantial and sudden change
in the electronic distribution; ii) a small renormalization in the
electronic gap size at all time delays; iii) a temporal evolution
of the band structure that proceeds on a timescale set by
the electron—phonon coupling; and iv) the retention of the
monoclinic crystal structure. Altogether, these results suggest that
the instability of Ta;NiSes is driven mainly by phonons and not
by a pure EI order of electronic origin.

2. First-Principles Calculations

In the following, we rationalize these findings by performing
state-of-the-art calculations based on density functional theory
(DFT) and its Hartree—Fock-like generalizations. As a first
step, we establish the crystal structure that is favored at low
temperatures by relaxing the material’s unit cell. We find that
this structure is monoclinic, in agreement with previous results
(12, 14, 18). We then study how the low-symmetry monoclinic
distortion reacts to an increase in 7, by performing a series
of calculations in which we vary the Fermi smearing on the
electronic eigenvalues. To quantify this effect, we optimize
the structure using the given Fermi smearing and density
functional, use the spglib library (37) to find a structure with
the orthorhombic symmetry Cmem, and calculate the statistical
distance between the original and the symmetrized structures
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(38). The statistical distance is defined as dp = 1 — ¢4/ \/CaaCtip-
In this expression, ¢,; = Ziijg.(r)Rg(r)dr, where Rj;(r) is
the standard radial distribution function for specific ionic species
(in our case i = {Ni, Ta, Se}, which yields a total of 6 radial
distribution functions).

In order to estimate the effect of the choice of the density func-
tional, we perform DFT calculations using the Perdew—Burke—
Ernzerhof (PBE) functional (39) and the Strongly Constrained
and Appropriately Normed (SCAN) functional (40). The results
are shown in Fig. 44 and indicate that electron heating does
not remove the monoclinic distortion even at 7, 3> T¢. This is
consistent with the experimental finding that the phonon modes
of highly photoexcited Ta;NiSes are those characteristic of the
low-temperature monoclinic phase (Fig. 3E). The amplitude
of the distortion is gradually reduced, albeit never to zero. While
the zero-temperature structures hardly depend on the choice of
the functional, SCAN leads to about twice as high temperatures
for structural instability. Regardless of this detail, already at this
stage, we could conclude that the orthorhombic-to-monoclinic
transition in TayNiSes is primarily driven by ion dynamics and
not by excitonic effects.

To possibly reproduce the salient features of the equilibrium
electronic structure of TayNiSes, we then perform advanced ab
initio calculations on the realistic unit cell of the material. In
particular, we examine the evolution of the electronic structure
as the lattice is varied between the orthorhombic and monoclinic
phases. To capture the electronic structure in the monoclinic
phase, DFT alone is not sufficient, as the standard functionals
routinely yield severely underestimated gaps and inaccurate
band dispersions in semiconductors. Nevertheless, this fact is
not related to any EI physics and stems from an incomplete
description of the long-range exchange interaction in DFT (41).
One can circumvent this problem by including the lowest-order
correction in the screened electron-electron interaction. This is
the essence of the so-called GW method, which largely improves
the description of semiconductors (42). Importantly, this method
does not account for any ladder-diagrammatic effects (such as the
EI order) and thus can serve as a crucial test for the EI hypothesis
in Ta;NiSes.
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Fig. 4. (A) Distance between the calculated monoclinic structure and the nearest orthorhombic structure, evaluated as a function of Te. In the computation,
we used two different density functionals: PBE (blue symbols) and SCAN (orange symbols). The lines are fits to the standard mean-field behavior, dg, (Te) =
d(0)/tanh(T¢/Te) — 1, where T = 328 K. (B) Calculated electronic structure of Ta; NiSeg in the low-temperature monoclinic unit cell along the X-I'-X momentum
direction (parallel to the Ta and Ni chains). The electronic structure is computed using GW calculations. A bandgap opens in the single-particle band structure,
and its lower value is close to the T point of the Brillouin zone (S/ Appendix, section S8 for details). The VB (CB) dispersions acquire an M-like (W-like) shape
around T, consistent with the dispersion found in experiments. (C and D) Calculated eigenvectors of the dynamical matrix of Ta, NiSeg corresponding to modes
I'and Ill, respectively. Violet atoms refer to Ta, pink atoms to Ni, and blue atoms to Se. The phonon spectrum has been computed using DFT. To enhance the
visibility of the atomic motion, the amplitude is scaled by a factor of 8. (£ and F) Calculated electronic structure of Ta;NiSeg displaced along the eigenvectors of
the modes showed in panels C and D. The dark blue lines refer to the electronic structure of the initial (undisplaced, u = 0) low-temperature unit cell, whereas
the light blue (orange) lines indicate the band structure for positive (negative) displacements. The electronic structures are computed on the GW level of theory.

We compute the material’s electronic structure at the GW
level in the monoclinic unit cell and show the results in
Fig. 4B. (Details are given in SI Appendix, sections S1 and S8.)
We observe that the monoclinic distortion alone profoundly
affects the electronic structure, changing it from semimetallic to
semiconducting. Specifically, a hybridization gap opens around
the I' point, with its size being 90 to 169 meV (depending on
the starting DFT functional and related wavefunctions) (11); the
change in structure also leads to large systematic modifications
in band offsets, with the CBs moving upward in energy with
respect to the VBs. Further corrections in the description of the
screening and the inclusion of the electron—phonon coupling
would likely refine the gap size to larger values. Indeed, while
our GW approach does not include the full electron—phonon
coupling matrix elements, we show below that frozen-phonon
calculations demonstrate a 10-meV increase of the gap size upon
the static displacement of the most strongly coupled phonon
modes. More importantly, our GW calculations show that along
ky, the topmost VB acquires an M-like flat shape, and the
lowest CB develops a W-like structure, both consistent with the
experimental dispersions (as shown by the white lines overlapped
to the experimental data of Fig. 2D). These shapes are expected
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when two intersecting electron and hole bands hybridize, with
the degree of flattening set by the strength of the hybridization
potential.

Starting from this electronic structure, we establish how it
evolves upon increasing 7,. There are two mechanisms through
which electron heating can modify the GW gap: i) screening
of the long-range exchange interaction, which proceeds on the
electronic timescale set by the plasma frequency, and ii) the
dependence of the structural distortion (involving the monoclinic
angle and the internal displacements) on 7,, an effect that
proceeds on phononic timescales. At our values of 7,, the
former mechanism has a small impact on the electronic structure
of TapNiSes, consistent with our experimental findings (S/
Appendix, section S8D). In contrast, a small decrease in the
monoclinic distortion would cause a larger shrinkage of the
GW gap (43). In our trARPES data, the phononic timescale
associated with the largest gap response reinforces the idea that
the dynamics is governed by a small reduction of the structural
distortion. During this time, the electron—phonon coupling plays
a key role in equilibrating the electron and the ion subsystems.
We can quantify this coupling for each of the coherent phonons
emerging in trARPES by computing the GW band structure
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while statically displacing the ions along the mode coordinates
(44). Fig. 4 C and F shows representative results for modes IT and
III. In agreement with the experiment, our calculations show that
the VB undergoes a substantial modulation around I, confirming
a strong deformation potential coupling between the low-energy
electronic states and the atomic displacements. Such deformation
potential coupling involves, together with band offsets, strong
changes in band hybridization.

3. Conclusions

Our experimental data and theoretical calculations point toward
a scenario wherein the instability in Ta;NiSes is mostly of
structural nature. In particular, the trARPES data allow us
to estimate that most of the quasiparticle bandgap in the
material can be best described as a one-electron hybridization
gap driven by ion—ion interactions. This estimate has a profound
consequence on the energetics of the EI state, determining a
bound for the energy of its putative phase mode. While our
calculations and those in ref. 18 predict that a zone-center soft
phonon leads to a quadrupolar order below 7¢, only advanced
structural probes will clarify the complex lattice dynamics respon-
sible for symmetry breaking in Ta;NiSes. Recently, systematic
Raman scattering studies have provided key insights into the
zone-center lattice dynamics by identifying the emergence of
a Fano lineshape for relevant By, modes around 7¢ (45-48).
This observation suggests the presence of a strong coupling
between the B, phonon modes and a continuum of states, most
likely of electronic nature (13). However, spontaneous Raman
scattering cannot distinguish whether phonons are dressed in
simple electron or hole continuum (via the electron—phonon
coupling) or in a continuum of electron—hole pairs bounded
exclusively by direct Coulomb attraction. Accurate studies of the
energy- and momentum-resolved lattice dynamics—possibly in
the presence of stimuli such as gate voltage or uniaxial strain—
will be key to providing the missing information on the lattice
dynamics. Looking beyond the physics of Ta;NiSs, we envision
that the joint experimental—theoretical strategy presented in our
work can serve as a protocol to establish the role of the crystal
structure in future candidate Els.

Appendix A: Fate of the Excitonic Insulator in
the Presence of Phonons

In this Appendix, we discuss the fate of the EI state in the two
limiting cases where the transition is driven cither by electronic
instability or by structural instability. Starting from a simple
two-band model of an EI, the order parameter is given by the

hybridization between the two bands A(x) = (cir(x)cz(x)>,

where L‘I (x) creates an electron in band 1, ¢z(x) annihilates an

electron in band 2, and (...) indicates the expectation value. The
structural instability is described by an optical phonon coordinate
Xphon- One can then derive a low-energy effective theory from
this microscopic model. Using the symmetry of the phonon and
the excitonic order parameter and expanding in the lowest order
terms of the relevant fields (which should be justified not too far
from the transition temperature 7¢), we obtain the Lagrangian

§

1
L :/dzx — AN+ ZAFDEA
2 2
X, j0nd2X,
My LV (X0, A) ), [ALa)
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V(% A) = ZIAP + §|A|4 + 3 X o
[A1b]

where My, is the ionic mass associated with the phonon. The
quartic terms g, #, and v, have a positive sign. The quadratic
coefficients in the potential, » and «, respectively, drive the
excitonic and structural instability as they approach zero. Here,
for simplicity, we neglect the U(1) symmetry breaking that, as
noted in ref. 10, is intrinsic to solid-state realizations of the EI
phenomenon, on the grounds that this symmetry breaking is very
small in practice. In the dynamics, we neglect dissipative terms
arising from particle—hole excitations. As pointed out by Pekker
and Varma (49), in this case, the lowest-order time-derivative
term for the order parameter is second order due to particle-hole
symmetry. The theory is thus valid only for frequencies less than
twice the quasiparticle gap. Finally, A couples the two modes
linearly.

A. Phase Diagram. For A = 0, the above problem factorizes into
aU(1) x Z, symmetry sector. The phase diagram for this case
is presented in Fig. 54, and it comprises four distinct phases: i)
r > 0,k > 0, with no symmetry breaking, ii) » < 0, k > 0,
an EI phase with U(1) symmetry breaking, iii) » > 0, k < 0,
a phase with Z, symmetry breaking in the form of a structural
phase transition, and iv) » < 0, k¥ < 0, with both U(1) and 2,
symmetry breaking. However, for A > 0, the U(1) symmetry
of the electron system is explicitly broken by linear coupling to
the phonon, and all three symmetry-broken phases for A = 0
merge into a single phase of spontaneous Z;-symmetry breaking
(shown in Fig. 5B). First, we express the order parameter in terms
of its real and imaginary parts: A = Ay + iA;. Then, due to
the presence of the phonon, we can set Ay = 0 and find the
minimum of A;. The resulting equations are

AL+ AT+ AXpp, + 0K, A1 =0, [A2a]
K Xppon + 1X,, + AAL+ X0, AT = 0. [A2b]

For small A, we can perturbatively find the correction to
the phase diagram near the two extreme scenarios |r| <1,

L=0 A>0
r A r A
L)
1
1
No symmetry
z, No symmetry breaking
symmetry breaking A
A
-
N ' =,
” K
U(t)andz, u() Z,
symmetry symmetry S

Fig. 5. (A) Phase diagram without coupling of electrons to phonons (1 =
0). In this case, there is a U(1) symmetry in the electronic sector and a
Z> symmetry in the structural sector which can be broken independently,
leading to four distinct phases. (B) Phase diagram with finite electron-phonon
coupling (4 > 0). U(1) symmetry is explicitly broken by linear coupling to
the phonons, leading to the three symmetry-broken phases to merge into
only one Z, phase. The purple dots signify the two limiting cases where the
transition is driven by the excitonic order parameter or the crystal structure.
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k > 0 (corresponding to an electronically driven transition)
and |k| <1, r > 0 (corresponding to a structurally driven
transition):

for [r] < 1 and k& > 0: Xy, &~ —%Al and

i (-2)/(e )

for k] € 1 and r > 0: A; = —%Xp;,m and

B = (e =5) [ (w72)

2
=L [apa (—af—r+sgAa+v<)w> +g0?
2

A+ 2”()(}7170;1) Ay

W —r— SgA% — v(XP/?,,,,)z —£F
—A—2v (AXp/a(m) Ao

W —r— SgA% — v()(p/mn)z —£F
—A—2v (AXp/aon) Ao

In both limits, the transition occurs at 7 = A2 /K, which defines
the new phase transition boundary. In both cases, the transition
corresponds to a Z-type of symmetry breaking.

B. Phason Dispersion. Next, we show how the dispersion of
the phason mode—an important feature in the definition of
the EI phase—is modified in the two case scenarios described
above. When the excitonic order parameter and the phonon
fields are linearly coupled as in Eq. Al, there is no rigorous
symmetry distinction between different types of symmetry
breaking. Furthermore, since the continuous U(1) symmetry
is reduced to the Z, symmetry, there may not be a gapless
Goldstone mode (10, 31, 50). However, as discussed in detail
in ref. 51, the phason dispersion should give indications of the
leading mechanism of instability. In particular, when A is small
and the transition is primarily driven by the excitonic part of
the model, there are pseudo-Goldstone modes, i.e., modes with
a nonzero but small gap that may be understood as arising from
the proximity of the U(1) symmetry. From the Lagrangian in
Eq. Al, the energy of the phason in the symmetry broken phase
is given by

M Xphon|

2 phon 2

SFpal) = "+ 6 (431
In the case of an electronically driven scenario, a);/? (g =0)~

)»2//(. For small A, this is a pseudo-Goldstone mode, i.e., a
remnant of the massless Goldstone mode in the U(1) theory
that has been gapped by interactions with phonons. On the
other hand, in the case of a structurally driven transition,
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_%/ﬂ(mwz — Kk = 37’!()(10/7071)2 - ”A%

a)}%hm(q = 0) ~ r, and the energy of the phason is as high

as that of the amplitude (Higgs) mode.

C. Other Collective Modes. We then compute the dispersion of
the remaining Higgs mode and phonon mode, which are now
coupled. This is done by expanding the Lagrangian in Eq. Al
around the mean-field expectation value, |A| = Ag + A and
Xohon = (XP/WI) + u to quadratic order in the fluctuations. This
derivation assumes that the mode energies are less than the
quasiparticle gap, so that damping by particle-hole pairs need
not be considered.

A+ 20( X pon) A SA
! v<ph> O2 , (u) [A4]
—Mppond; — K —3%()(},;,0;1) — vAp

On the frequency-momentum basis, the equations of motion
are given by

—5 = 20(Xpon) Ao ) <8A> o (AS]

u

The dispersion relation of the collective modes can be found
by solving the secular equation

=% = 20(Xypon) A02 _o, [A6a]
- p/aona)z — Kk = 3”()(10/7071) - ”A%
(0* — CL(F*))(0* = C) — C3 =0, [AGb]
where Ci(k*) = r + 3¢A} + z/(Xl,,g,m)z + &5, G =
2 2
W and C3 = W. The two collective

mode energies are expressed as

, G +G N \/(Cl(qz) - G)?2 —4C
Wi,y = 3 5 '

[A7]

Taking the limit of a weakly coupled system (where A is small but
finite), the two modes are w{, = Ci2(4?). Approaching the
phase boundary either from the electronically driven direction
(7] < 1, & > 0) or the structurally driven direction (x| < 1,
r > 0), we find that there is one mode in each case that goes to
zero at the transition, either the amplitude mode or the phonon
mode respectively, while the other modes’ frequency is hardly
affected by the transition. A detailed account of the influence of
these modes on the linear and nonlinear optical response is given
in ref. 51.

4. Materials and Methods

Single crystals of Tap NiSes were synthesized by chemical vaportransport. Atime-
of-flight analyzer was used to acquire the trARPES data in the two-dimensional
ky-k; plane around the " point of the Brillouin zone without rotating the sample
or the detector. Systematic measurements were reproduced on a total of 10
samples with two different laser schemes. The first scheme used a setup based
onanamplified Yo:KGW laser system operating at 100 kHz. The pump beam was
directed into an optical parametric amplifier to produce a near-infrared pulse at
1.55 eV. The probe pulse was frequency tripled to 3.58 eV and directed into a
hollow fiber filled with Xe gas. Pulses centered around 10.75 eV were obtained
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through nonlinear conversion of the 3.58-eV beam. The time resolution of the
setup was 230 fs, and the energy resolution was 43 meV. The second laser
scheme consisted of an amplified Ti:sapphire system, emitting ultrashort pulses
around 1.55 eV and at 30 kHz. A portion of the output beam was used directly
as the pump pulse at 1.55 eV, whereas the ultraviolet probe was obtained by
frequency-quadruplingthe laserfundamental to 6.20 V. Thetime resolution was
~160fs, and the energy resolution was 31 meV. More details about the sample
preparation, trARPES experiments, ultrafast electron diffraction experiments,
and computational calculations are reported in S/ Appendix, section S1.

Data, Materials, and Software Availability. Raw data corrected for artifacts,
analysis. Data have been deposited (in to be decided). All study data are included
in the article and/or S/ Appendix.
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