/\/\O(HOWS’ Qp

Suppoge H’\af H’?er& are k prca/{cfom,
X, %, ..., %, and that ECY1x,, ., %)
IS Q /inear f{% mf Some subs@f- o# Xoyeooo X
For @X@wx‘o‘d, we Coa{o/ lftave I<’ ? and

E ( Y/ X, Xy, ..., Xq ) *"/590 TAX Y 50(-,."” ﬁvx‘f.
(Hert the C] pfedf'c,ﬁu can 1061 7 d;‘#@rea{-
aTLJrri;)m‘@.f, or weé Can i'mve, some.f“fm'v\'tj ike
X, U, A sV, Ky, Xg ™ U XU X, WY Xyt Uy,
xe 2 uw, and Xy = v“w:) If we consider a
spem‘fic [inear mgdef based on p“l of the
k predictors, and includ g Qn intercept term,

$o that )Lherc are p (OQ#I'Cienﬁ to estimate,



L
let SSR denote the sum of the squared
residuals which recults from fiﬁmﬂ the.
model to data, and let 0% dencte a
9ooa( ectimate of the error term vanmance
(which is not necescarily SSR/(n-p)),
the value of Mallown! G, for this madel 1

CP = "S"‘g&-“?}“ "‘lp“n,

( Note: [f the ass umption thet a [iear
model based on some subret of the
k predictors is the correct mode| (but
not nec. the best mudel +o use jn prachice)

Is a Correct QSJUMP*/'M, f’}qen we Cau/«/ Ure

ggﬁp‘,u /(W“kl) F&lf 5‘; \U‘?QY‘@. SS’Q«RH )$
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the cum of the g,z%uarf*d residuals re;u/%mﬁ
from )Cs'Hirg a linear model which wes all of
the predictors, provided that the sample

¢ize is not toe cmall )

There seems 4o be %w’f@ a bit of confusion
p@r'him‘ng tv the we of C,. My guesr 15 that
this ic because C, can be used in two diffecent
wag.s.l [t can be wed +o acsess biasedness in
regregsion models, and [t can alse be used +o
select the model, from among a collection of
candidates, which will hopetully vnjnimsze

f}’ie e an S%uarea( evrror (Pre:c/;‘d»‘an errors

QV’M[/OY‘ error N esh‘m«ﬁnj E( Y I")'(')) S\OYH&



+
bwks and people seermn +o ifr‘arg/ 4 focus on the
bias issue. But I think the QW\/DLM,{U <hould
be on the oveall situation with error ——
the mean squared error takes jnte daccount

Error duep & ba’f'% bm.f and VAaAriance .

If an unbiased mode! it concidered, we have

Fhat

EC#% ) o

&,N“q{:r{. c o ”“&“ actu :fz{! &rror ‘f“@r‘m Variario<,
[t follows that we have that
E(SSR) = (n-play,

aml L0 we. /mx,g/vf aise !’Mv& H?mf‘



E(G)= E( %8 +26 -n)

go, it we have an unbiased prodel we
expect to obtain a value of C, which i
cloe o p. A practice of some js 1 hat

w hen Com's‘o(ermg a collection of models fit
from the same data, focur chould be on
those Mvmg Co values close +o P, and of
those. no bias /low bias m&/é?!I/ the one chaen
to ure. should be the one ‘mw’v fhe cmallet
vajue? of P Fav&rmg gma// p i due + the
Lact that unnecessary terms contribute +v

variance , and ‘Hﬂuj to error, Bz& shoula( Hne.



(O

focus only " be on unbiased models 2171
(.Ui pvz:.w'b/c’:. f’¢¥af a bz’ajad made:{ Can be

betfer than T’hf’* bﬁ’ﬁ unbf'afaa/ MGd@.){,}

Before moving on fo the other we for Cp,
I@%‘S’ consider m\gmn f“”[qe, sifuakion o[e,;cr;[jed on
pl The. *corect” mode‘ s

/90 + Bx, Boxa + B Ny,
and 't s‘ﬂw!d We/d a value of Cp clae + Y
The model

Bo v Bix, * Baxa t By Xyt Bexy
Is alco «.',miw'mﬁ»s(, becawre the true value of
C and so 1t shauld g’;ed a value of

V‘ <
- PT:

Cp c/me fo 5. T"\e moc/ef



B + A%, + B.x.
is biased. I+ should @:‘GM a value of Cp

larger H’mh p - 3, ‘Oé’Cau.f& f‘\@. bl'afeg(n@!.f

gives w

F(52) > o
But if the biwednes /o not too geeat, and
the value of Co is lesr thaa H, the jadication
is that this biased model will be better than
the “correct” model with regacd to overall

Crrors.

Here S anc;»f/”@r" way 0§ Iook}'mg at Cp. /_eﬁmj
A dem#e, E(Y l?;), ana[ !C.Hinﬁ /»{, l:)ﬁ‘ +l‘)él

GLS estimater O)c ﬂ;} C/D 15 an estimate OF



g’w‘l

To me, thic strongly cuggerts that one
chould select the model which results in
the smalledt value of C, Il ( Ac [ve said
many times in STAT 554 and STAT 652,
L think some put way foo much emphavic
on Unbiasednes; Minimizing overall error
chould pe the: main thing, and one chold
take advartage of the bias- vaciance tradeotf

in the bect paxj/'lolc wag.)

It should be noted that the C,-like measre
Given On p. 203 of HTF is not f'/ﬂé wsval Cp:

A - 4\ A
P(“TF) 2‘%7 * ¢t - %CP Cugual) * 0. -
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C?um:) is an estimate of the average
mean sguared prediction error, based
on a madel ")avinﬂ pferms, of n new
observations taken at the points X, Xa, ...,

‘R‘n’(/ and —X-\n.

The derivation of Cowre is “cketched ™ in
Sec. T4 and Sec. 75 of HTFE and doing
Exercises 4 and 75 of HTF should add
to ones understanding. Co can be

derived simi’ar/y.





