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Abstract

This work proposes and analyzes a generalized epidemic model over arbitrary directed graphs with heterogeneous nodes. The proposed model, called the Generalized Susceptible-Exposed-Infected-Vigilant (G-SEIV), subsumes a large number of popular epidemic models considered in the literature as special cases. Using a mean-field approximation, we derive a set of ODEs describing the spreading dynamics, provide a careful analysis of the disease-free equilibrium, and derive necessary and sufficient conditions for global exponential stability. Building on this analysis, we consider the problem of containing an initial epidemic outbreak under budget constraints. More specifically, we consider a collection of control actions (e.g. administering vaccines/antidotes, limiting the traffic between cities, or running awareness campaigns), for which we are given suitable cost functions. In this context, we develop an optimization framework to provide solutions for the following two allocation problems: (i) find the minimum cost required to eradicate the disease at a desired exponential decay rate, and (ii) given a fixed budget, find the resource allocation to eradicate the disease at the fastest possible exponential decay rate. Our technical approach relies on the reformulation of these problems as geometric programs that can be solved efficiently in polynomial time using tools from graph theory and convex optimization. In contrast with previous works, our optimization framework allows us to simultaneously allocate different types of control resources over heterogeneous populations under budget constraints. We illustrate our results through numerical simulations.

I. INTRODUCTION

The analysis of spreading processes over complex networks has recently garnered a large amount of attention due to its relevance in a wide variety of practical applications. A few examples include epidemiology and public health [2], computer viruses [3], [4], and viral marketing [5]. Proper modeling and analysis of spreading processes is important in understanding the complex dynamics of these processes and in designing control strategies to tame (or promote) the spread. We propose a dynamic spreading model over networks that generalizes most epidemic models of current interest. In contrast with many existing models, we assume that the spreading takes place in an arbitrary directed network of heterogeneous nodes. These extensions allow our model to capture a wider variety of practical situations in which the interactions between nodes are not reciprocal, and nodes are not identical. After developing this dynamic model, we derive conditions for global exponential stability of the spreading process. Based on our stability analysis, we then propose an optimization framework to find the optimal allocation of control resources to contain a spreading process. We can numerically solve this allocation problem in polynomial time using geometric programming via standard off-the-shelf software.

A preliminary version of this work [1] was presented at the 2014 Conference on Decision and Control in Los Angeles, CA.
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Analysis of epidemic models has been a long standing research topic. The most widely studied spreading model in the literature is the Susceptible-Infected-Susceptible (SIS) model. Early works consider simplified versions of this model that assume each individual has equal contact to everyone else [2]. More general models were recently studied in [6] in the case of homogeneous mixing. The first paper, to our knowledge, that considered the situation of networked populations is [7]. Mean-field models over arbitrary contact graphs are now gaining popularity in both discrete-time [8] and continuous-time [9]. In [10], we find a detailed analysis of the SIS model in undirected networks of homogeneous agents. In this work, the authors derive conditions for global exponential stability of the disease-free equilibrium for both the continuous and discrete-time cases. If these conditions are not satisfied, the authors prove the existence of an endemic equilibrium where the disease never dies out. In practice, directed graphs may be more appropriate to model the spread of diseases in human populations with asymmetric contact rates, as well as the spread of computer viruses [3], [4], or information in social networks [11]. Similarly, by considering heterogeneous agents, we are able to capture the fact that individuals may respond to a given disease differently. This has been rigorously studied for the SIS model in [12].

Apart from analysis, the problem of controlling spreading processes in complex networks is also a thriving avenue for research. The majority of existing works consider the SIS model in different scenarios. Unlike works that propose suboptimal feedback control strategies such as [13], [14], we are interested in allocation strategies based on the spectral properties of appropriate matrices. In the control systems literature, Wan et al. proposed a method to design control strategies for the SIS model in directed networks using eigenvalue sensitivity analysis [15]. This is then formulated as a semidefinite programming problem in [16], and extended to a metapopulation model in [17], where nodes represent subpopulations (e.g. a city or district). A distributed approach to deciding the recovery parameters is presented in [18]. A game theoretic formulation of this problem is proposed in [19]. In [20], a multi-layer SIS model is considered where the spreading of multiple processes must be contained simultaneously. Most similar to our work is [21], in which a geometric programming allocation solution is proposed for the SIS model.

An interesting departure from the SIS model on arbitrary networks can be found in [22]. In this work, we find a Susceptible-Alert-Infected-Susceptible (SAIS) model where the alert state captures the effect of human awareness about the disease and its influence on the dynamics. Based on this model, an optimization framework to design cost-optimal disease awareness campaigns can be found in [23]. Unlike the above works, we utilize the analysis of our generalized epidemic model, G-SEIV, to formulate and solve optimal resource allocation problems that can be generalized to a large number of models including the SIS model. Furthermore, our framework allows us to simultaneously optimize the distribution of multiple types of control resources (e.g. vaccines, traffic constraints, and awareness campaigns).

The contributions of this paper are threefold.

1. We propose the continuous-time Generalized Susceptible-Exposed-Infected-Vigilant (G-SEIV) model in which both the exposed and infected states are infectious. This model generalizes many models studied in the literature including SIS, SIR, SIRS, SEIR, SEIV, SEIS, and SIV [24], [25]. Having two infectious states allows us to model human behavioral changes when infected with a disease. The exposed state corresponds to a person having the disease and being contagious, but not yet aware that they are sick. The infected state means a person is infected and aware of the disease, which means the person might behave differently. For instance, a person knowingly infected with a disease may have much less contact with others, yielding less chance of spreading the infection.
2. We use nonlinear analysis techniques to provide a useful coordinate change that allows us to study the stability of the spreading dynamics. By showing that the nonlinear system is upper-bounded by its linearization, we are able to provide necessary and sufficient conditions on the graph and parameters of the infection such that the disease dies out exponentially. Furthermore, this sets the stage for our third contribution.

3. We are interested in cost-optimal strategies for eradicating the disease. We consider three types of resources to control the disease: (i) corrective resources (e.g., antidotes to help increase recovery rates), (ii) preventative resources (e.g., vaccines to help increase resistance), and (iii) preemptive resources (e.g., awareness campaigns and/or limiting traffic to help reduce exposure to the disease). We assume that we have access to the cost functions associated with each control resource and show that, under mild conditions, we are able to find the optimal allocation of resources to eradicate the disease. We illustrate our results through numerical simulations on synthetic data.

The structure of the paper is as follows. The description of the G-SEIV model is formally presented in Section II. We state the main problems of interest in Section III and show how they can be reformulated as geometric programs in Section IV. We illustrate our results through simulations in Section V and finish with closing remarks in Section VI.

Notation and Preliminaries

We denote by \( \mathbb{R} \), \( \mathbb{R}_{\geq 0} \), and \( \mathbb{R}_{>0} \) the sets of real, nonnegative real, and positive real numbers, respectively. Given \( m_1, \ldots, m_N \) where \( m_i \in \mathbb{R} \), we let \( \text{diag}(m_1, \ldots, m_N) \) denote the \( N \times N \) diagonal matrix with \( m_1, \ldots, m_N \) on the diagonal. We define the indicator function \( 1_Z \) to be 1 if \( Z \) is true, and 0 otherwise. Given two column vectors \( x, y \in \mathbb{R}^N \), we let \( xy \) denote their Hadamard product, i.e., \( xy = (x_1y_1, \ldots, x_Ny_N)^T \).

A directed graph (also called digraph) is defined as \( G \triangleq (V, E) \), where \( V \triangleq \{v_1, \ldots, v_N\} \) is a set of \( N \) nodes and \( E \subseteq V \times V \) is a set of ordered pairs of nodes called directed edges. By convention, we say that \((v_j, v_i)\) is an edge from \( v_j \) pointing towards \( v_i \). We define the in-neighborhood of node \( v_i \) as \( N_i^{\text{in}} \triangleq \{ j : (v_j, v_i) \in E \} \), i.e., the set of nodes with edges pointing towards \( v_i \). A directed path from \( v_{i_1} \) to \( v_{i_l} \) in \( G \) is an ordered set of vertices \((v_{i_1}, v_{i_2}, \ldots, v_{i_l})\) such that \((v_{i_s}, v_{i_{s+1}}) \in E \) for \( s = 1, \ldots, l-1 \). A directed graph \( G \) is strongly connected if, for every pair of nodes \( v_{i_s}, v_{j_l} \in V \), there is a directed path from \( v_{i_s} \) to \( v_{j_l} \).

The adjacency matrix of a digraph \( G \), denoted by \( A_G = [a_{ij}] \), is an \( N \times N \) matrix defined entry-wise as \( a_{ij} = 1 \) if edge \((v_j, v_i) \in E \), and \( a_{ij} = 0 \) otherwise. The matrix \( A_G \) is irreducible if and only if its associated graph \( G \) is strongly connected. For simplicity, we only consider unweighted digraphs in this paper but note that all results trivially hold for all positively weighted digraphs as well.

Given a matrix \( M \in \mathbb{R}^{N \times N} \), we denote its eigenvectors and corresponding eigenvalues by \( \mathbf{v}_1(M), \ldots, \mathbf{v}_N(M) \) and \( \lambda_1(M), \ldots, \lambda_N(M) \), respectively, where we order them in decreasing order of their real parts, i.e., \( \Re(\lambda_1) \geq \Re(\lambda_2) \geq \ldots \geq \Re(\lambda_N) \). We call \( \lambda_1(M) \) and \( \mathbf{v}_1(M) \) the dominant eigenvalue and eigenvector of \( M \), respectively. The spectral radius of \( M \), denoted by \( \rho(M) \), is the maximum modulus across all eigenvalues of \( M \).
II. Model Description

Our model follows the idea of the N-intertwined SIS model in [9]. The model we study, called the Generalized Susceptible-Exposed-Infected-Vigilant model (G-SEIV), is described as follows. Consider a virus spreading model where each node can be in one of four states: Susceptible $S$, Exposed $E$, Infected $I$, or Vigilant $V$. The susceptible state $S$ corresponds to a healthy node. The exposed state $E$ corresponds to a node that has been exposed to the disease and is contagious, but is not aware of the contagion (e.g., the symptoms have not yet been developed). The infected state $I$ corresponds to an infected node that is aware of the infection (e.g., the node is symptomatic). Finally, the vigilant state $V$ corresponds to a node that is not contaminated, but is also not immediately susceptible to the virus (e.g., vaccinated, quarantined, or recently recovered).

\[
\begin{align*}
X_1 &= E \\
X_2 &= S \\
X_3 &= I \\
X_4 &= V \\
X_5 &= S
\end{align*}
\]

Fig. 1. An example of a five node network (left) with underlying directed contact graph shown by solid black lines and effects of infection shown by dashed red lines and the stochastic compartmental model (right) for node $i = 2$ with one exposed and infected in-neighbor.

For each node $i \in \{1, \ldots, N\}$ we define the random variable $X_i(t) \in \{S, E, I, V\}$ as the state of node $i$ at a given time $t$. A susceptible node is only able to become exposed if it has at least one neighbor that is either exposed or infected on a contact graph $G$. We assume that $G$ is strongly connected. Figure II (left) shows a simple five node network with underlying digraph $G$ shown with solid black lines. The dashed red arrows indicate the potential paths of infection in the graph (notice that the ‘tails’ of those arrows are either infected or exposed, and the ‘heads’ are susceptible). As discussed above, a node $i$ can only be affected by a neighboring $j \in N_i$ if $j$ is in either the exposed state $E$ or infected state $I$ and $i$ is in the susceptible state $S$.

The stochastic dynamics of each nodal state is described as a networked Markov process, similar to the one proposed in [9], but extended to the case of four states per node. The transition between states is graphically represented in Fig. II (right) for node $X_2$. The parameter $\delta_i$ in Fig. II represents the natural recovery rate of node $i$ when infected, i.e., the rate at which infected states transition into the vigilant state. The parameter $\gamma_i$ is the rate of becoming susceptible after the node has become vigilant. This could represent, for example, the rate at which the immune system of an individual that has recovered from a disease (e.g., the flu) becomes susceptible to a new infection. Similarly, $\beta_{1}^{E}$ (resp. $\beta_{1}^{I}$) corresponds to the natural rate at which a susceptible nodes $i$ transitions to the exposed state due to contact with a node in the exposed state (resp. infected state). Let $\varepsilon_i$ be the rate at which an exposed node $i$ becomes infected, (the rate at which an exposed individual exhibits symptoms). Finally, let $\theta_i$ be the rate at which a susceptible node $i$ becomes vigilant (e.g., through vaccination or quarantine).
The dynamics of the epidemic spread is then modeled using a networked Markov process with the following transition rates, for a chosen timestep \( \Delta t \) [26]:

\[
P(X_i(t') = \mathbb{E}|X_i(t) = S, X(t)) = \beta_i^E \Delta t Y_i(t) + \beta_i^I \Delta t Z_i(t) + o(\Delta t),
\]
\[
P(X_i(t') = V|X_i(t) = S, X(t)) = \theta_i \Delta t + o(\Delta t),
\]
\[
P(X_i(t') = I|X_i(t) = S, X(t)) = \epsilon_i \Delta t + o(\Delta t),
\]
\[
P(X_i(t') = \mathbb{E}|X_i(t) = I, X(t)) = \delta_i \Delta t + o(\Delta t),
\]
\[
P(X_i(t') = S|X_i(t) = \mathbb{E}, X(t)) = \gamma_i \Delta t + o(\Delta t),
\]

where \( t' = t + \Delta t, \) and

\[
Y_i(t) \triangleq \sum_{j \in \mathcal{N}_i} 1_{X_j(t) = \mathbb{E}}, \quad Z_i(t) \triangleq \sum_{j \in \mathcal{N}_i} 1_{X_j(t) = 1},
\]

are the number of exposed and infected in-neighbors of node \( i, \) respectively.

Fig. II (right) shows the stochastic compartmental model for node 2, which is affected by one exposed and one infected node as shown on the left. In this figure the solid black lines show the internal state transitions and the dashed red line corresponds to the node having one or more infected or exposed neighbors.

According to the Markov process described in (1), the whole network state \( X(t) \) lives in a \( 4^N \) dimensional space. The exponential size of the state space makes the Markov process very hard to analyze. Instead, we consider a mean-field approximation, similar to the one proposed in [9], that allows us to study the dynamics of the spreading using a set of \( 3N \) nonlinear ODEs (we refer the reader to [9] for a detailed derivation of the mean-field approximation for the SIS model; and to [27] for a numerical exploration of mean-field approximations in networked dynamics). We denote by \( [p_i^S(t), p_i^E(t), p_i^I(t), p_i^V(t)]^T \) the probability vector associated with node \( i \) being in each of the states \( S, E, I, V, \) respectively, i.e.,

\[
p_i^S(t) + p_i^E(t) + p_i^I(t) + p_i^V(t) = 1,
\]

\[
p_i^S(t), p_i^E(t), p_i^I(t), p_i^V(t) \geq 0,
\]

for all \( i \in \{1, \ldots, N\} \) and \( t \in \mathbb{R}_{\geq 0}. \) For simplicity, we drop the explicit dependence on time when it is not important. The mean-field approximation of the G-SEIV model is then given by

\[
p_i^S = \gamma_i p_i^V - \theta_i p_i^S - p_i^S \left( \sum_{j \in \mathcal{N}_i} \beta_i^E p_j^E + \beta_i^I p_j^I \right),
\]
\[
p_i^E = p_i^E \left( \sum_{j \in \mathcal{N}_i} \beta_i^E p_j^E + \beta_i^I p_j^I \right) - \epsilon_i p_i^E,
\]
\[
p_i^I = \epsilon_i p_i^E - \delta_i p_i^I,
\]
\[
p_i^V = \delta_i p_i^I + \theta_i p_i^S - \gamma_i p_i^V,
\]

for all \( i \in \{1, \ldots, N\}. \) From (2), we see that one of the states is redundant, reducing the entire network state to be in \( \mathbb{R}^{3N}_{\geq 0}. \)

**Remark II.1 (Relation between Markov process and mean-field approximation)** The remainder of this paper is focused on the analysis and control of the deterministic mean-field approximation. Based upon extensive simulations, we conjecture that the exposed and infected states of our approximation upper-bound the expectations of these states in the original stochastic
model. This is known to be true for the SIS model [28], [29], [30] and very recently shown to be true for a more general SIRS model [31]. Given the rigor required to properly justify this claim, we leave this to be addressed in future works.

III. PROBLEM FORMULATION

Given the G-SEIV model developed in Section II, we are now ready to state the two main problems we seek to solve. The first problem, which we denote the rate-constrained allocation problem, consists of maximizing the rate of decay to the disease-free equilibrium given a fixed budget to invest on various control resources. The second problem, denoted the budget-constrained allocation problem, consists of minimizing the cost of eradicating a disease at a desired rate of decay. In both control problems, we consider three types of protection resources: (i) corrective resources (e.g. antidotes) able to increase the recovery rate \( \delta_i \) of the node to which they are allocated, (ii) preventative resources (e.g. vaccines) able to increase the parameter \( \theta_i \), and (iii) preemptive resources able to decrease the values of the infection rates \( \beta_i^E \) and \( \beta_i^I \) of the node to which they are allocated. For example, a preemptive resource can be the restriction of incoming traffic to a particular city. We assume that we are able to modify these parameters within some feasible bounds

\[
0 < \theta_i \leq \theta_i \leq \bar{\theta}_i, \quad 0 < \delta_i \leq \delta_i \leq \bar{\delta}_i, \quad 0 < \beta_i^E \leq \bar{\beta}_i^E, \quad 0 < \beta_i^I \leq \bar{\beta}_i^I. \tag{4}
\]

We define four cost functions to account for the cost of controlling each one of the variables \( \theta_i, \delta_i, \beta_i^E, \) and \( \beta_i^I \). The preventative cost function \( f_i(\theta_i) \) accounts for the cost of tuning the value of \( \theta_i \) of node \( i \). We assume that this cost function is monotonically increasing since investing in a node should increase its rate \( \theta_i \) of becoming vigilant. Furthermore, we assume that \( \theta_i \) is the lowest achievable value for the parameter \( \theta_i \). In practice, it is sensible to assume that this value is achieved in the absence of any investment to tune \( \theta_i \); therefore, \( f_i(\theta_i) = 0 \) for all \( i \). Following a similar logic, we can assume that the corrective cost function \( g_i(\delta_i) \) is a monotonically increasing function, while the preemptive costs \( h_i^E(\beta_i^E) \) and \( h_i^I(\beta_i^I) \) are monotonically decreasing. Also, in the absence of investment we have that \( f_i(\theta_i) = g_i(\delta_i) = h_i^E(\beta_i^E) = h_i^I(\beta_i^I) = 0 \) for all \( i \).

We let \( \varepsilon_i, \gamma_i > 0 \) be fixed parameters that depend on the nature of the disease and each individual node. In other words, the rate at which a node develops symptoms (represented by \( \varepsilon_i \)) is a variable that is hard to control in practice; hence, we assume it to be fixed. Similarly, the rate in which an individual that has recently recovered from a disease (e.g. the flu) can get infected again is also hard to control in practice. In the next section, we analyze the disease-free equilibria of the G-SEIV model.

A. Analysis of disease-free equilibria

We are interested in studying the disease-free equilibrium of (3). At this equilibrium point, we have that \( p_i^{E^*} = p_i^{I^*} = 0 \). Note that in the disease-free equilibrium the healthy states \( p_i^S, p_i^V \) are not necessarily 0, and their equilibrium values depend on the parameters \( \theta_i \) and \( \gamma_i \). In what follows, we compute the values of the healthy states at the disease free equilibrium.

Since \( p_i^S = 1 - p_i^E - p_i^I - p_i^V \), we can reduce the system of \( 4N \) differential equations in (3) to \( 3N \) equations

\[
\begin{align*}
p_i^E &= (1 - p_i^E - p_i^I - p_i^V) \left( \sum_{j \in N_i} \beta_i^E p_j^E + \beta_i^I p_j^I \right) - \varepsilon_i p_i^E, \\
p_i^I &= \varepsilon_i p_i^E - \delta_i p_i^I, \\
p_i^V &= \delta_i p_i^I + \theta_i (1 - p_i^E - p_i^I - p_i^V) - \gamma_i p_i^V(t),
\end{align*}
\tag{5}
\]
for all \( i \in \{1, \ldots, N\} \). We find the disease-free equilibrium point \( p_i^{V*} \) from the last equation in (5), by substituting \( \dot{p}_i^V = 0 \) and \( p_E^i = p_I^i = 0 \) to be
\[
p_i^{V*} = \frac{\theta_i}{\theta_i + \gamma_i}.
\]
Notice that, at this equilibrium, \( p_i^{S*} = 1 - p_i^{V*} \).

The following proposition states a spectral condition to converge towards the disease-free equilibrium exponentially fast, i.e., eradicate the disease at an exponential rate. In the statement of this proposition, it will be useful to resort to the following vectors of parameters
\[
\beta_E \equiv (\beta_E^1, \ldots, \beta_E^N), \beta_I \equiv (\beta_I^1, \ldots, \beta_I^N), \delta \equiv (\delta_1, \ldots, \delta_N), \varepsilon \equiv (\varepsilon_1, \ldots, \varepsilon_N), \gamma \equiv (\gamma_1, \ldots, \gamma_N), \text{ and } \theta \equiv (\theta_1, \ldots, \theta_N);
\]

**Proposition III.1** Consider the G-SEIV epidemic model in (3) and assume that all the parameters in (4) are strictly positive. Define the matrix
\[
Q = \begin{bmatrix}
TB^E A_G & E \\
- E & -D
\end{bmatrix},
\]
where \( A_G \) is the adjacency matrix of the strongly connected contact graph \( G \), \( B^E \equiv \text{diag}(\beta^E) \), \( B^I \equiv \text{diag}(\beta^I) \), \( D \equiv \text{diag}(\delta) \), \( E \equiv \text{diag}(\varepsilon) \), \( T \equiv \text{diag}\left(\frac{\gamma^2}{\theta + \gamma}\right) \). Then, the largest real part of the eigenvalues of \( Q \) satisfies
\[
\lambda_1(Q) \leq -k
\]
for some \( k > 0 \) if and only if the disease-free equilibrium is globally exponentially stable with an exponential decay rate upper bounded by \( k \).

*Proof:* In the Appendix.

**Remark III.2 (Tightness of convergence rate bound)** It is important to note that although Proposition III.1 only provides an upper bound on the exponential convergence rate of the nonlinear system, this bound is tight. This can be shown by seeing that although the nonlinear terms are all helpful (in terms of speeding up the convergence), they are all sums of second order monomials. This means that the nonlinear terms go to 0 much faster than the linear terms as the state of the system approaches the disease-free equilibrium.

Based on Proposition III.1, we now formulate the two main problems considered in our work. In both problems, a central decision maker (e.g. a health agency) is responsible for allocation a variety of control resources to contain an epidemic outbreak. As mentioned above, we assume that we can invest resources to tune the parameters \( \theta, \delta, \beta_E, \text{ and } \beta_I \), within the feasible ranges defined in (4). For simplicity of notation, we define the global set of parameters as \( \mathcal{P} \equiv \{\theta, \delta, \beta^E, \beta^I\} \). The budget-constrained allocation problem is formalized next.

**Problem III.3 (Budget-constrained allocation)** Given a fixed budget \( C > 0 \), find the cost-optimal allocation of resources to
eradicating the disease at the maximum possible exponential decay rate. This problem can be mathematically formulated as

\[
\begin{align*}
\min_{P} & \quad \lambda_1(Q) \\
\text{s.t.} & \quad \sum_{j=1}^{N} f_j(\theta_j) + g_j(\delta_j) + h_j^E(\beta_j^E) + h_j^I(\beta_j^I) \leq C, \\
& \quad (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I), \\
& \quad (\theta_i, \delta_i) \leq (\theta_i, \delta_i) \leq (\theta_i, \delta_i),
\end{align*}
\]

for all \(i \in \{1, \ldots, N\}\). The first constraint in the above optimization program accounts for the budget constraint, while the second and third constraints represent the range in which the control parameters can be tuned.

In the problem above, the decision maker is given a fixed budget to be invested in resources to eradicate the disease at the fastest possible decay rate. However, this budget may not be sufficient to eradicate the disease. It may be the case that the optimal decay rate in the budget-constraint allocation problem is negative (i.e., the disease never dies out). Therefore, it is of interest to find the minimum budget required to eradicate the disease at a desired exponential decay rate. The rate-constrained allocation problem is formalized next.

**Problem III.4 (Rate-constrained allocation)** Given a desired decay rate \(k > 0\), find the cost-optimal allocation of resources to eradicate the disease with exponential decay rate greater than or equal to \(k\). This problem can be mathematically formulated as

\[
\begin{align*}
\min_{P} & \quad \sum_{j=1}^{N} f_j(\theta_j) + g_j(\delta_j) + h_j^E(\beta_j^E) + h_j^I(\beta_j^I) \\
\text{s.t.} & \quad \lambda_1(Q) \leq -k, \\
& \quad (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I), \\
& \quad (\theta_i, \delta_i) \leq (\theta_i, \delta_i) \leq (\theta_i, \delta_i),
\end{align*}
\]

for all \(i \in \{1, \ldots, N\}\).

As a particular case of Problem III.4, we may want to find the minimum budget \(C^*\) needed for \(Q\) to be Hurwitz. In other words, \(C^*\) is the minimum budget required by the health agency to be able to eradicate the disease. Due to the practical importance of this particular case, we state it below for future reference.

**Problem III.5 (Eradication allocation)** Find the minimum budget (and its allocation) required to ensure eradication of the disease. This can mathematically formulated as:

\[
\begin{align*}
\min_{P} & \quad \sum_{i=1}^{N} f_i(\theta_i) + g_i(\delta_i) + h_i^E(\beta_i^E) + h_i^I(\beta_i^I) \\
\text{s.t.} & \quad \lambda_1(Q) < 0, \\
& \quad (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I) \leq (\beta_i^E, \beta_i^I), \\
& \quad (\theta_i, \delta_i) \leq (\theta_i, \delta_i) \leq (\theta_i, \delta_i),
\end{align*}
\]

for all \(i \in \{1, \ldots, N\}\).

In the following section we propose an approach to solve these problems in polynomial time under certain assumptions on the cost functions.
IV. A CONVEX OPTIMIZATION FRAMEWORK

In this section we show how the problems presented in Section III can be efficiently solved by recasting them as equivalent geometric programs [32]. Geometric programs are quasiconvex optimization problems that can be transformed into a convex problem using a logarithmic change of variables and efficiently solved using off-the-shelf software in polynomial time [32], [33].

A. Geometric programming

We begin by briefly reviewing some important concepts that will be useful in our derivations. Let \( x = (x_1, \ldots, x_N)^T \), where \( x_1, \ldots, x_N > 0 \) denote \( N \) decision variables. In the context of geometric programs, a monomial function \( h(x) \) is a real-valued function of the form

\[
h(x) = c_0 x_1^{a_1} x_2^{a_2} \cdots x_N^{a_N}
\]

with \( c_0 > 0 \) and \( a_i \in \mathbb{R} \) for all \( i \in \{1, \ldots, N\} \). A posynomial function \( q(x) \) is a real-valued function that is a sum of monomials, i.e.,

\[
q(x) = \sum_{k=1}^{K} c_k x_1^{a_{1,k}} x_2^{a_{2,k}} \cdots x_N^{a_{N,k}},
\]

where \( c_k > 0 \) and \( a_{i,k} \in \mathbb{R} \) for all \( i \in \{1, \ldots, N\} \) and \( k \in \{1, \ldots, K\} \).

A geometric program (GP) is an optimization problem of the form

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{such that} & \quad q_i(x) \leq 1, \quad i = 1, \ldots, m, \\
& \quad h_j(x) = 1, \quad j = 1, \ldots, p,
\end{align*}
\]

where \( f \) and \( q_i \) are posynomial functions, and \( h_j \) are monomial functions. A GP is a quasiconvex optimization problem [32] that can be transformed to a convex problem via a logarithmic change of variables \( y_i = \log x_i \), and a logarithmic transformation of the objective and constraint functions (for more details about this transformation, see [33]).

We are now interested in reformulating Problems III.3, III.4, and III.5 in the form (8). This requires mild assumptions on the cost functions to ensure all constraints can be written in terms of posynomials and monomials. Posynomial functions can be used to fit any function that is convex in log-log scale with arbitrary accuracy. Furthermore, there are well-developed numerical methods to fit posynomials to real data. For more details about the modeling abilities of posynomial, we refer the reader to [33, Section 8]. In the following section, we recast the problems posed in Section III as standard GPs.

B. Optimal resource allocation

In our derivations, it will be useful to resort to the following result from [32, Chapter 4].

**Proposition IV.1** Consider an \( N \times N \) nonnegative, irreducible matrix \( M(x) \) with entries being either 0 or posynomials with domain \( x \in S \) where \( S = \cap_{i=1}^{m} \{ x \in \mathbb{R}^N_{>0} \mid f_i(x) \leq 1 \} \) for some posynomials \( f_i \). Then, minimizing the largest real part of the eigenvalues of \( M(x) \), denoted by \( \lambda_1(M(x)) \), over \( x \in S \) is equivalent to solving the following GP:

\[
\begin{align*}
\text{minimize} & \quad \lambda \\
\text{such that} & \quad \frac{\sum_{i=1}^{N} M(x)_{ii}}{\lambda_{ii}} \leq 1, \quad i \in \{1, \ldots, N\}, \\
& \quad f_i(x) \leq 1, \quad i \in \{1, \ldots, m\}.
\end{align*}
\]
Remark IV.2 The value of the argument \( \lambda \) that minimizes (9) is equal to the minimum value of the largest real part of the eigenvalues of \( M(x) \). As a result of the Perron-Frobenius theorem we know there exists a corresponding eigenvector with components that are all strictly positive allowing us to write this as a GP. Notice that the numerator on the left-hand side of the first constraint in (9) is a posynomial, while the denominator is a monomial. Since the division of a posynomial by a monomial results in a posynomial function, the optimization in (9) is a standard GP as described in (8).

In what follows, we shall use Proposition IV.1 to minimize the largest real part of the eigenvalues of the matrix \( Q \) in (7), which according to Proposition III.1 determines an upper bound on the exponential decay rate of the spreading. Unfortunately, the matrix \( Q \) does not satisfy the requirements of Proposition (IV.1) since it is not nonnegative. We can address this issue by creating a nonnegative matrix from \( Q \) by simply adding a constant \( \phi \approx \max\{\varepsilon_i, \delta_i\}_{i=1}^N \) to the diagonal. We then obtain

\[
\overline{Q} \triangleq \begin{bmatrix}
TB^E A_G + \bar{E} & TB^I A_G \\
E & D
\end{bmatrix},
\]

where \( \bar{E} = \text{diag}\{\varepsilon_i\} = \phi I - E \geq 0 \) and \( D = \text{diag}\{\delta_i\} = \phi I - D \geq 0 \). Notice that the eigenvalues of \( \overline{Q} \) are equal to the eigenvalues of \( Q \) plus the known quantity \( \phi \).

In what follows, we show how to solve Problem III.3 by applying Proposition IV.1 over \( \overline{Q} \). In particular, we show that this problem can be efficiently solved as a GP if the cost functions \( f_i \) and \( g_i \) satisfy the following assumption.

**Assumption 1** The cost functions \( f_i \) and \( g_i \) can be written as

\[
f_i(\theta_i) = \bar{T}_i \left( \frac{\gamma_i}{\bar{\delta}_i + \gamma_i} \right),
\]

\[
g_i(\delta_i) = \bar{G}_i (\phi - \delta_i),
\]

where \( \bar{T}_i \) and \( \bar{G}_i \) are posynomial functions with domains \( \bar{T}_i : [\gamma_i/({\bar{\delta}_i} + \gamma_i), \gamma_i/({\bar{\theta}_i} + \gamma_i)] \to [f(\bar{T}_i), f(\bar{G}_i)] \) and \( \bar{G}_i : [\phi - \bar{\delta}_i, \phi - \bar{\delta}_i] \to [g(\bar{G}_i), g(\bar{G}_i)] \).

**Theorem IV.3 (Solution to the budget-constrained problem)** Under Assumption 1, Problem III.3 can be solved by solving the following auxiliary geometric program with decision variables \( \lambda, \{\beta^E_i, \beta^I_i, \bar{\delta}_i, \bar{\theta}_i, u_i, v_i\}_{i=1}^N \):

\[
\min \lambda \\
s.t. \sum_{j=1}^N a_{ij} \tau_i \left( \beta^E_j u_j + \beta^I_j v_j \right) + (\phi - \varepsilon_i) u_i \leq \lambda u_i, \\
\varepsilon_i u_i + \bar{\delta}_i v_i \leq \lambda v_i, \\
\sum_{j=1}^N h^I_j \left( \beta^E_j \right) + h^E_j \left( \beta^E_j \right) + \bar{G}_j (\bar{\delta}_j) + \bar{T}_j (\tau_j) \leq C, \\
\frac{\gamma_i}{\bar{\delta}_i + \gamma_i} \leq \tau_i \leq \frac{\gamma_i}{\bar{\theta}_i + \gamma_i}, \\
\phi - \bar{\delta}_i \leq \bar{\delta}_i \leq \phi - \bar{\delta}_i, \\
\left( \beta^E_i, \beta^E_i \right) \leq \left( \bar{\beta}^E_i, \bar{\beta}^E_i \right) \leq \left( \beta^E_i, \bar{\beta}^E_i \right),
\]

for all \( i \in \{1, \ldots, N\} \), where \( \delta^*_i = \phi - \bar{\delta}_i \) and \( \theta^*_i = \frac{\gamma_i (1 - \tau^*_i)}{\tau^*_i} \) solves the problem with rate \( \lambda_i(Q) \leq \lambda^* - \phi \).

**Proof:** As we mentioned above, solving Problem III.3 is equivalent to minimizing the maximum eigenvalue of \( \overline{Q} \) under budget constraints. According to Proposition IV.1, we can minimize the maximum eigenvalue of \( \overline{Q} \) by solving the following
GP with decision variables \(\lambda, \mathcal{P}, \{u_i, v_i\}^N_{i=1}\):
\[
\begin{align*}
\min_{\lambda} & \quad \mathcal{Q} 
\text{s.t.} & \quad \mathbf{u} \leq \lambda \mathbf{v}, \\
& \quad \sum_{i=1}^N h^I_i (\beta^I_i) + h^E_i (\beta^E_i) + g_i (\delta_i) + f_i (\theta_i) \leq C, \\
& \quad (\beta^E_i, \beta^I_i) \leq (\beta^E_i, \beta^I_i) \leq (\beta^E_i, \beta^I_i), \\
& \quad (\theta_i, \delta_i) \leq (\theta_i, \delta_i) \leq (\theta_i, \delta_i),
\end{align*}
\]
for all \(i \in \{1, \ldots, N\}\). Notice that \(\mathcal{Q}\) is irreducible when \(A_G\) is the adjacency matrix of a strongly connected graph \(G\) and \(\varepsilon_i, \delta_i > 0\) for all \(i\). The first constraint in (14) can be split into the following two constraints:
\[
\begin{align*}
\frac{\gamma_i}{\theta_i + \gamma_i} \sum_{j=1}^N a_{ij} (\beta^E_i u_j + \beta^I_i v_j) + (\phi - \varepsilon_i) u_i & \leq \lambda u_i, \\
\varepsilon_i u_i + (\phi - \delta_i) v_i & \leq \lambda v_i,
\end{align*}
\]
for \(i \in \{1, \ldots, N\}\). In order to rewrite the above constraints as posynomial constraints, we define the variables \(\tau_i \triangleq \gamma_i / (\theta_i + \gamma_i)\) and \(\tilde{\delta}_i \triangleq \phi - \delta_i\), which results in
\[
\begin{align*}
\sum_{j=1}^N a_{ij} \tau_i (\beta^E_i u_j + \beta^I_i v_j) + (\phi - \varepsilon_i) u_i & \leq \lambda u_i, \\
\varepsilon_i u_i + \tilde{\delta}_i v_i & \leq \lambda v_i.
\end{align*}
\]
Notice that, due to the definition of \(\phi\), both \(\phi - \varepsilon_i\) and \(\phi - \delta_i\) are nonnegative for all \(i\). After the above change of variables, we now seek to optimize over the new decision variables \(\tau_i\) and \(\tilde{\delta}_i\) rather than \(\theta_i\) and \(\delta_i\) in their respective domains. It is easy to verify that the box constraints in (13) ensure that the new decision variables are in the correct domains. Furthermore, due to Assumption 1, the problem (13) is now written in the standard GP form (8). Finally, noticing that \(\lambda_1(\mathcal{Q}) = \lambda_1(Q) + \phi\) concludes the proof.

**Remark IV.4** Theorem IV.3 allows us to find the joint optimal allocation of heterogeneous resources in a networked population under a budget constraint. We do this by exactly transforming the original problem III.3 into a GP by using an appropriate change of variables.

We are able to solve Problem III.4 in a similar fashion as stated next.

**Theorem IV.5 (Solution to rate-constrained problem)** Under Assumption 1, Problem III.4 can be solved by solving the following auxiliary geometric program with decision variables \(\{\beta^I_i, \beta^E_i, \tilde{\delta}_i, \tau_i, u_i, v_i\}^N_{i=1}\):
\[
\begin{align*}
\min_{\lambda} & \quad \sum_{i=1}^N h^I_i (\beta^I_i) + h^E_i (\beta^E_i) + \mathcal{J}_j (\tilde{\delta}_j) + \mathcal{J}_j (\tau_j) \\
\text{s.t.} & \quad \sum_{i=1}^N a_{ij} \tau_i (\beta^E_i u_j + \beta^I_i v_j) + (\phi - \varepsilon_i) u_i \leq (\phi - k) u_i, \\
& \quad \varepsilon_i u_i + \tilde{\delta}_i v_i \leq (\phi - k) v_i, \\
& \quad \frac{\gamma_i}{\theta_i + \gamma_i} \leq \tau_i \leq \frac{\gamma_i}{\theta_i + \gamma_i}, \\
& \quad \phi - \tilde{\delta}_i \leq \tilde{\delta}_i \leq \phi - \tilde{\delta}_i, \\
& \quad (\beta^E_i, \beta^I_i) \leq (\beta^E_i, \beta^I_i) \leq (\beta^E_i, \beta^I_i),
\end{align*}
\]
for all \( i \in \{1, \ldots, N\} \), where \( \delta_i^* = \phi - \delta_i^- \) and \( \theta_i^* = \frac{\gamma_i(1-\tau_i^*)}{\tau_i^*} \) solves the problem with cost
\[
\sum_{i=1}^{N} h_i^I(\beta_i^{I^*}) + h_i^E(\beta_i^{E^*}) + g_i(\delta_i^*) + f_i(\theta_i^*).
\]

**Proof:** The proof of this Theorem follows similar steps as those in the proof of Theorem IV.3.

Problem III.5 is a particular case of Problem III.4 in which the decay rate \( k \to 0 \). In this case we are able to provide a simpler algorithmic solution as we state next.

**Lemma IV.6** Let \( Q \) be given by (6) and define its Schur complement
\[
R \triangleq TB^E A - E - TB^I A(-D)^{-1} E
= T(B^E A + B^I AD^{-1} E) - E,
\]
then \( Q \) is Hurwitz if and only if \( R \) is Hurwitz.

**Proof:** We begin by showing the sufficiency of the result. Since \( Q \) is Metzler, there exists \( \phi > 0 \) such that \( Q + \phi I \) nonnegative. Furthermore, it is easy to see that \( Q \) is irreducible due to \( A_Q \) being strongly connected.

Then, by [34, Theorem 2.2],
\[
\rho(Q + \phi I) = \lambda_1(Q) + \phi
= \rho(TB^E A - E + \phi I - TB^I A(\rho(Q + \phi I)I - D)^{-1} E)
< \rho(TB^E A - E + \phi I - TB^I A(-D)^{-1} E) = \lambda_1(R) + \phi,
\]
which is well defined because \(-D\) is diagonal with strictly positive elements. Since the inequality is an almost direct result of [35, Lemma 3], we have omitted its proof. Thus, \( \lambda_1(R) < 0 \) implies \( \lambda_1(Q) < 0 \).

Necessity follows from a direct application of [34, Theorem 2.2].

**Theorem IV.7** (Solution to eradication problem) Assume the cost function \( f \) satisfies Assumption 1, and choose \( \overline{k} > 0 \) arbitrarily small. Then, Problem III.5 can be solved by solving the following auxiliary geometric program with decision variables \( \{\beta_i^I, \beta_i^E, \delta_i, \tau_i, u_i\}_{i=1}^{N} \)

\[
\min \sum_{i=1}^{N} h_i^I(\beta_i^{I^*}) + h_i^E(\beta_i^{E^*}) + g_i(\delta_i^*) + f_i(\theta_i^*)
\]
\[
\text{s.t. } \frac{\gamma_i}{\beta_i^I + \tau_i} \leq \tau_i \leq \frac{\gamma_i}{\beta_i^I + \tau_i},
\]
\[
\delta_i \leq \delta_i \leq \overline{\delta}_i,
\]
\[
\left(\beta_i^I, \beta_i^E\right) \leq \left(\beta_i^I, \beta_i^E\right),
\]
for all \( i \in \{1, \ldots, N\} \), where \( \theta_i^* = \frac{\gamma_i(1-\tau_i^*)}{\tau_i^*} \) solves the problem with cost
\[
C^* = \sum_{i=1}^{N} h_i^I(\beta_i^{I^*}) + h_i^E(\beta_i^{E^*}) + g_i(\delta_i^*) + f_i(\theta_i^*).
\]
Proof: We begin by going back to the original definition of $Q$ given in (6). To solve Problem III.5, we are only interested in ensuring that $Q$ is Hurwitz. We now apply the same trick as before by creating a nonnegative matrix $\overline{R} = R + \phi I$. Using Proposition IV.1 and the fact that $\lambda_1(\overline{R}) = \lambda_1(R) + \phi$, the proposed optimization ensures that $\lambda_1(R) \leq -\overline{k}$. This then ensures $Q$ is Hurwitz as a result of Lemma IV.6.

Remark IV.8 For simplicity, we have considered $\varepsilon_i > 0$ as a fixed parameter for all nodes throughout this paper. However, design over this parameter can also be considered using the same methods proposed above.

V. SIMULATIONS

Here we demonstrate the effectiveness of the algorithms proposed in Section IV-B through simulations on a randomly generated strongly connected digraph with $N = 20$ nodes. We begin by showing how the proposed optimization algorithms determine allocations to ensure the deterministic mean-field approximation (3) satisfies the desired properties. Comparisons are then made with the trajectories of the exact Markov process (1). The fixed parameters are randomly generated for each node with $\varepsilon_i \in [0.2, 0.4]$ and $\gamma_i \in [0.05, 0.45]$. For the decision variables we use the lower and upper bounds

$$
\begin{align*}
\beta_{I_i} &= 0.05, & \beta_{E_i} &= 0.1, & \beta_{I_i}^E &= 0.7, \\
\delta_i &= 0.1, & \delta_i &= 1, \quad \overline{\beta}_{E_i} &= 0.1, \quad \overline{\beta}_{I_i} &= 1,
\end{align*}
$$

for all nodes $i \in \{1, \ldots, N\}$. The cost functions associated with our decision variables are given by

$$
\begin{align*}
h_{I_i}(\beta_{I_i}) &= \frac{1}{\beta_{I_i}} - \frac{1}{\beta_{I_i}^E}, & h_{E_i}(\beta_{E_i}) &= \frac{1}{\beta_{E_i}^E} - \frac{1}{\beta_{E_i}}, \\
g_i(\delta_i) &= \frac{1}{\phi - \delta_i} - \frac{1}{\phi - \overline{\beta}_{I_i}}, & f_i(\theta_i) &= \frac{\theta_i + \gamma_i}{\gamma_i} - \frac{\theta_i + \gamma_i}{\gamma_i}.
\end{align*}
$$

Note that the preemptive cost functions $h_{I_i}$ and $h_{E_i}$ are monotonically decreasing functions while the preventative costs $f_i$ and corrective costs $g_i$ are monotonically increasing functions.
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Fig. 2. Plots of (a) the achieved decay rate $\lambda^* = \lambda_1(Q)$ and (b) the average steady state probabilities of infection $P^* = \frac{1}{N} \sum_{i=1}^{N} p_{I_i}^E + p_{I_i}^I$ for a budget of $C^*$ where $C^*$ is the optimal cost for ensuring eradication of the virus, i.e., $\lambda_1(Q) < 0$.

Fig. 2 demonstrates the performance achieved using the budget-constrained allocation algorithm from Theorem IV.3. We begin by solving the eradication problem posed in Problem III.5 to find the optimal cost $C^*$ for eradicating the virus, i.e.,
$\lambda_1(Q) < 0$. We then allow a budget of $C^*s$ where $s$ is a scaling of this optimal cost to see how the algorithm performs. Fig. 2(a) shows the achieved decay rate $\lambda_1(Q)$ given the budget $C^*s$ for varying values of $s$ and Fig. 2(b) shows the steady state value of the average infection rate across all nodes $P^* = \frac{1}{N} \sum_{i=1}^{N} p_i^{E^*} + p_i^{I^*}$. As expected, we see that the virus can be fully eradicated for $s \geq 1$, which means we allow a budget greater than or equal to the minimum required cost. Conversely, for $s < 1$ the virus cannot be fully eradicated because the matrix $Q$ cannot be made Hurwitz, which is consistent with the necessary and sufficient condition of Proposition III.1.

Fig. 3 demonstrates the performance achieved using the rate-constrained allocation algorithm from Theorem IV.5. The plot shows the required cost $C = C^*s$ as a function of the desired decay rate $k > 0$. As expected, we see that as $k \to 0$ we recover the eradication problem and thus we have that $C \to C^*$.

Fig. 4 shows how the corrective, preventative, and preemptive resources are allocated as we increase the allowed budget. Interestingly, we see that corrective resources are the least important to be allocated in terms of containing an epidemic. This means that vaccinations and minimizing exposure to the disease is more important than deploying antidotes or cures.
Fig. 5. Plots of the trajectories of \( P(t) = \frac{1}{N} \sum_{i=1}^{N} p_{i}^{E}(t) + p_{i}^{I}(t) \) for the exact Markov process (solid red, average of 400 simulations) and the mean-field approximation (dashed red) with parameters obtained from Theorem IV.5 for \( k = 0.15 \). The dashed blue line shows the theoretical upper bound as given in (25).

Fig. 5 shows the trajectories of the average infection rate \( P(t) = \frac{1}{N} \sum_{i=1}^{N} p_{i}^{E}(t) + p_{i}^{I}(t) \). The solid red line shows the average trajectories of the exact Markov process for 400 simulations and the dashed red line shows the trajectories of the deterministic mean-field approximation. This helps validate the claim that the mean-field approximation is an upper bound on the true expectation of infection in the stochastic model but this has yet to be shown. We also plot the theoretical upper bound provided in (25) for an achieved \( \lambda_1(Q) \leq -0.15 \) to show the effectiveness of controlling the maximum eigenvalue of \( Q \).

VI. Conclusions

We have proposed the Generalized Susceptible-Exposed-Infected-Vigilant (G-SEIV) model for spreading processes on arbitrary networks. The G-SEIV model generalizes many existing models and also accounts for arbitrary directed graphs and heterogeneous node parameters. We have carefully analyzed the disease-free equilibrium and provided necessary and sufficient conditions for global exponential convergence to this equilibrium. Using this analysis, we have studied and shown how to solve two important optimal allocation problems. Provided with suitable cost functions for deploying corrective, preventative, or preemptive resources (e.g., antidotes, vaccines, awareness campaigns, or quarantining certain areas, in the context of a spreading disease), the first problem is finding the optimal cost for achieving a desired decay rate of the disease. The second problem is, given a fixed budget, finding the optimal allocation that achieves the maximum possible decay rate. We are able to efficiently solve these problems in polynomial time by reformulating them as quasiconvex optimization problems known as geometric programs. In the future, we are interested in formally showing that the infectious states of the deterministic mean-field approximation used upper-bounds the expectation of the original stochastic model proposed in this paper. We also plan to also provide analysis for the endemic equilibrium, i.e., the case where the disease-free equilibrium is not globally asymptotically stable. Future work on the control side will be devoted to cases in which parameters of the problem are unknown and we instead only have access to some empirical measurements of the evolution of the disease.
APPENDIX

Proof of Proposition III.1

In what follows, we begin by studying the local stability of the disease-free equilibrium via the Jacobian matrix of the system of ODEs in (5) evaluated at this equilibrium point. This analysis is easier to perform using a change of coordinates that translates the disease-free equilibrium to the origin. This translation can be achieved defining the following new variable:

\[ r_i \triangleq p_i^E - \frac{\theta_i + (\delta_i - \theta_i)p_i^I - \theta_i p_i^E}{\theta_i + \gamma_i}. \]  

(17)

Using this new variable, we can rewrite the system of ODEs in (5) as follows:

\[
\begin{align*}
\dot{p}_i^E &= \left( \frac{\gamma_i}{\theta_i + \gamma_i} - \frac{\gamma_i}{\theta_i + \gamma_i} p_i^E - \frac{\delta_i + \gamma_i}{\theta_i + \gamma_i} p_i^I - r_i \right) \sum_{j \in \mathbb{N}^n} \left( \beta_i^E p_j^E + \beta_i^I p_j^I \right) - \varepsilon_i p_i^E, \\
\dot{p}_i^I &= \varepsilon_i p_i^E - \delta_i p_i^I, \\
\dot{r}_i &= -\frac{\theta_i}{\theta_i + \gamma_i} \left( \frac{\gamma_i}{\theta_i + \gamma_i} p_i^E + \frac{\delta_i + \gamma_i}{\theta_i + \gamma_i} p_i^I + r_i \right) \sum_{j \in \mathbb{N}^n} \left( \beta_i^E p_j^E + \beta_i^I p_j^I \right).
\end{align*}
\]

Although seemingly more complicated, this new system of equations allows for a simpler analysis of stability. We can rewrite the above system of ODEs in matrix-vector form by defining the following vector variables: \( \mathbf{p}^E \triangleq (p_1^E, \ldots, p_N^E)^T \), \( \mathbf{p}^I \triangleq (p_1^I, \ldots, p_N^I)^T \), and \( \mathbf{r} \triangleq (r_1, \ldots, r_N)^T \). In the following, we use these vectors to express the dynamics of the spread in vector form, while separating the linear and nonlinear components of the dynamics, as follows:

\[
\begin{bmatrix}
\dot{\mathbf{p}}^E \\
\dot{\mathbf{p}}^I \\
\dot{\mathbf{r}}
\end{bmatrix} = \mathbf{Q} \begin{bmatrix}
\mathbf{p}^E \\
\mathbf{p}^I \\
\mathbf{r}
\end{bmatrix} + \begin{bmatrix}
H^E \\
0 \\
H^r
\end{bmatrix},
\]

where the matrix \( \mathbf{Q} \), defined below, is associated with the linear part of the dynamics, and the nonlinear components are encapsulated in the vectors \( H^E = (H_1^E, \ldots, H_N^E)^T \) and \( H^r = (H_1^r, \ldots, H_N^r)^T \), with

\[
\begin{align*}
H_i^E &\triangleq -\left( \frac{\gamma_i}{\theta_i + \gamma_i} p_i^E + \frac{\delta_i + \gamma_i}{\theta_i + \gamma_i} p_i^I + r_i \right) \sum_{j \in \mathbb{N}^n} \left( \beta_i^E p_j^E + \beta_i^I p_j^I \right), \\
H_i^r &\triangleq -\frac{\theta_i}{\theta_i + \gamma_i} \left( \frac{\gamma_i}{\theta_i + \gamma_i} p_i^E + \frac{\delta_i + \gamma_i}{\theta_i + \gamma_i} p_i^I + r_i \right) \sum_{j \in \mathbb{N}^n} \left( \beta_i^E p_j^E + \beta_i^I p_j^I \right).
\end{align*}
\]

In particular, the matrix \( \mathbf{Q} \) in (18) is given by

\[
\mathbf{Q} \triangleq \begin{bmatrix}
TB^E A\varphi - E & TB^I A\varphi & 0 \\
E & -D & 0 \\
Q_{31} & Q_{32} & Q_{33}
\end{bmatrix},
\]

(21)

where

\[
\begin{align*}
Q_{31} &\triangleq \text{diag} \left( \frac{\theta \gamma}{(\theta + \gamma)^2} \beta^E \right) A\varphi - \text{diag} \left( \frac{\varepsilon \delta}{\theta + \gamma} \right), \\
Q_{32} &\triangleq \text{diag} \left( \frac{\theta \gamma}{(\theta + \gamma)^2} \beta^I \right) A\varphi - \text{diag} \left( \frac{\delta (\theta - \delta)}{\theta + \gamma} \right), \\
Q_{33} &\triangleq -\text{diag} (\theta + \gamma).
\end{align*}
\]
The nonlinear terms in (18), described in (19) and (20), can be written in terms of the original variable \( p_i \) using (17), as

\[
H^E_i = - \left( p_i^E + p_i^I + p_i^V \right) \sum_{j \in N_i} (\beta_i^E p_j^E + \beta_i^I p_j^I), \tag{22}
\]

\[
H^r_i = - \frac{\theta_i}{\theta_i + \gamma_i} \left( p_i^E + p_i^I + p_i^V \right) \sum_{j \in N_i} (\beta_i^E p_j^E + \beta_i^I p_j^I). \tag{23}
\]

Then, from (2) we see that \( H^E_i, H^r_i \leq 0 \) for all \( i \in \{1, \ldots, N\} \) at all times. Letting \( X \triangleq [p^E, p^I, r] \) and \( H \triangleq [H^E, 0, H^r] \), this means that the linear system

\[
\dot{X} = QX \tag{24}
\]

upper bounds the original nonlinear system (18),

\[
QX + H \leq QX. \tag{25}
\]

Since the linear system (24) upper bounds the nonlinear dynamics (18), we are able to bound the rate of spreading of the nonlinear system by controlling the maximum eigenvalue of \( Q \). This provides a sufficient condition for global exponential convergence. Notice that, due to the structure of \( Q \) in (21), \( N \) of the eigenvalues of \( Q \) are equal to the eigenvalues of \( Q_{33} \), which are given by \(- (\theta_i + \gamma_i)\) for \( i = 1, \ldots, N \). The other \( 2N \) eigenvalues are equal to those of the \( 2N \times 2N \) matrix \( Q \), defined in (6) as

\[
Q = \begin{bmatrix}
TB^EA_G - E & TB^IA_G \\
E & -D
\end{bmatrix}.
\]

In fact, the largest real part of the spectrum of \( Q \) determines the exponential rate in which the epidemics dies out. Necessity for global exponential convergence follows from [36, Theorem 4.15].
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