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 Abstract 20 

  21 

 Anthelmintic resistance (AR) is a serious problem for the control of equine 22 

gastrointestinal nematodes, particularly in the cyathostomins.  The fecal egg count reduction test 23 

(FECRT) is the most common method for diagnosing AR and serves as the practical gold 24 

standard.  However, accurate quantification of resistance and especially accurate diagnosis of 25 

emerging resistance to avermectin/milbemycin (A/M) drugs, is hampered by a lack of accepted 26 

standards for study design, data analysis, and data interpretation.  In order to develop rational 27 

evidence-based standards for diagnosis of resistance, one must first take into account the 28 

numerous sources of variability, both biological and technical, that affect the measurement of 29 

fecal egg counts (FEC). Though usually ignored, these issues can greatly impact the observed 30 

efficacy.  Thus, to accurately diagnose resistance on the basis of FECRT data, it is important to 31 

reduce levels of variability through improved study design, and then deal with inherent 32 

variability that cannot be removed, by performing thorough and proper statistical analysis. In this 33 

paper we discuss these issues in detail, and provide an explanation of the statistical models and 34 

methods that are most appropriate for analyzing these types of data.  We also provide several 35 

examples using data from laboratory, field, and simulation experiments illustrating the benefits 36 

of these approaches.  37 

 38 

Keywords: Equine parasites, anthelmintic resistance, fecal egg count reduction test, statistical 39 

models, bootstrap, Bayesian analysis 40 

 41 

1. Introduction 42 
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Anthelmintic resistance is defined as a heritable genetic change in a population of 43 

parasites that enables a significantly greater proportion of individual parasites to survive drug 44 

treatments that previously were effective.  This definition assumes the same species and 45 

developmental stage are being targeted at the same dose level as previously.  At its biological 46 

core, anthelmintic resistance is a dynamic genetic process that occurs slowly over time as alleles 47 

conferring a resistant phenotype slowly increase in frequency with repeated cycles of drug 48 

selection.  The rate at which resistance alleles increase in a given population of parasites to a 49 

given drug is affected by a complex interaction of many factors.   These relate to the mode of 50 

inheritance and the number of genes involved, the parasite biology and epidemiology, the 51 

dynamics of the host-parasite relationship, the frequency and timing of treatments and the 52 

pharmacokinetics of the drugs (Churcher et. al., 2010). 53 

Since resistance tends to evolve slowly over many years, the problem remains clinically 54 

unapparent until its later stages, when allele frequencies begin to reach high levels (Sangster, 55 

1999).  With parasites that have high pathogenic potential, resistance may manifest itself as a 56 

therapeutic failure with disease symptoms persisting after treatment.  However, with parasites of 57 

relatively low pathogenic potential (e.g. cyathostomins of horses), detection of resistance is made 58 

only if specific testing is performed. Currently, there are no molecular assays that are useful for 59 

resistance diagnosis, and no in vitro bioassays for detecting resistance have been fully validated 60 

in equine parasites.  Thus, direct in vivo measurements that evaluate the efficacy of drugs remain 61 

the only available approach in horses (Kaplan, 2002, 2009). 62 

Before one can understand how to diagnose resistance, one must first understand how 63 

efficacy is determined and the factors that affect the observed efficacy.  Unless efficacy is 100% 64 

in all animals, there will be variability in the measurement both within and between animals.  65 
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Consequently, every time a test for efficacy is performed the result will be different, and the 66 

magnitude of the difference will depend on the amount of variability in the response to treatment.  67 

Thus, the observed efficacy of a drug in any efficacy trial is not a fixed number, but instead is an 68 

unknown value within a set of possible values.  This set of values can be described using a 69 

probability distribution whose parameters have both biological and statistical meaning. 70 

The theoretical gold standard for assessing efficacy to anthelmintics is either counting the 71 

total number of dead and live worms in each animal following treatment (critical test) or by 72 

comparing the number of worms recovered from treated and untreated groups of animals 73 

(controlled efficacy test). However, these types of trials are labor and resource intensive, which 74 

limits the number of animals that can be tested.  Additionally, data can be obtained only by 75 

sacrificing the animals; hence, they are restricted to laboratory-based research and cannot be 76 

used when studying resistance at the farm level. As an alternative, one can use surrogate 77 

measurements (obtained from the live animal), such as the number of worm eggs measured in 78 

feces before and after treatment.  This procedure, referred to as the fecal egg count reduction test 79 

(FECRT), is the most common means for determining the efficacy of the anthelmintics on horse 80 

farms and serves as the practical gold standard (Kaplan, 2002). 81 

When performing the FECRT on horse farms, fecal egg counts (FEC) typically are 82 

compared in the same animals before treatment and at some established time-point after 83 

treatment (typically 10-14 days). The most common approach to assess efficacy using FEC data 84 

is to examine the arithmetic sample mean for percentage reduction. It has been suggested that 85 

logarithmic or arcsine transformations be performed before calculating the mean (Dargatz et al., 86 

2000; Pook et al., 2002).  Inferences regarding the presence or absence of resistance are then 87 

made based on cutoff values for percent reduction in FEC; however, the cutoff values used vary 88 
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widely among published studies (Kaplan, 2002).  In some studies the WAAVP standard cutoff 89 

for sheep was used (< 95% reduction, LCL < 90% ) (Craven et al., 1998; Ihler, 1995) while 90 

others studies used a < 90% reduction in FEC (Reuber et al., 2000; Varady et al., 2000) as the 91 

cutoff for resistance.  Still other investigators have used a more conservative cutoff of <80% for 92 

resistance, with results between 80% and 90% declared equivocal with resistance suspected 93 

(Kaplan et al., 2004; Repeta et al., 1993; Tarigo-Martinie et al., 2001; Woods et al., 1998). In all 94 

of these studies, no matter what cutoff value was used, it was the same for all drugs tested.   95 

Such approaches are based on the observed efficacy of the drug rather than on the true 96 

efficacy of the drug at the time of treatment, which, as mentioned above, is always unknown. 97 

Furthermore, there are many sources of variability in FEC data that can impact the interpretation 98 

of results (Table 1). Consequently, making an accurate inference regarding resistance is 99 

complicated, even though the FECRT seems simple and straightforward. 100 

In this paper we will review the major biological and statistical issues that must be 101 

accounted for in order to achieve the greatest possible accuracy in making resistance 102 

classifications when performing the FECRT. We will define efficacy and resistance and discuss 103 

the impact of variability on the interpretation of FECRT results. We also review various 104 

statistical models and methods that can be used to analyze FECRT data. These models help 105 

address the challenges of high variability, multi-modality, skewness, and zero-inflation inherent 106 

in FECRT data. 107 

 108 

2. Resistance and Efficacy 109 

 110 
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Defining resistance solely on the basis of FEC reduction following treatment without an 111 

independent means for verification, such as a calibrated and validated in vitro or molecular test, 112 

is difficult. As explained above, resistance generally evolves slowly over time and when the 113 

allele frequencies of relevant genes reach certain threshold levels a phenotype of reduced 114 

efficacy appears relatively suddenly. Hence, diagnosing resistance in the early stages is a 115 

challenging task. 116 

Inferring the presence or absence of resistance depends on the measurement for efficacy 117 

and the criteria used to evaluate the measurement. Thus, in order to develop a working definition 118 

of resistance, we must first define efficacy and understand the factors affecting the measurement 119 

of efficacy.  Efficacy can be defined as a quantitative measure of the effectiveness of a drug 120 

intended to produce a desired effect. With regard to anthelmintics, the expected or true efficacy 121 

can be defined as the efficacy level of the drug when it was first introduced.  Note that this value 122 

is always less than 100%, is different for each drug, and also is likely to vary among the various 123 

species within a host (the parasite infrapopulation) and among hosts, as described below. 124 

In studies where the cyathostomins are of interest, it is common to use each horse as its 125 

own control and collect pre-treatment and post-treatment fecal samples over a two-week period.  126 

A biological justification for this study design is that cyathostomins undergo a long larval 127 

development period yielding long life cycles. This causes the egg count levels to remain 128 

relatively consistent over short periods (Gomez: and Georgi, 1991; Dopfer et al., 2004; Nielsen 129 

et al., 2006).  Also, due to complex host-parasite interactions, short-term changes in transmission 130 

levels caused by weather and related factors are unlikely to greatly affect egg count levels over a 131 

two-week period. A practical justification for this choice of the study design is that most horse 132 

farms have few horses and it is difficult, if not impossible, to carry out controlled experiments 133 
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with multiple horses per treatment group.  Also, since groups should be balanced by pre-134 

treatment FEC, the untreated control group would have to include some of the most highly 135 

parasitized horses.  It is difficult to convince horse owners to leave horses with high FEC 136 

untreated, even if only for a few weeks. 137 

Using the study design in which each horse serves as its own control, the observed 138 

efficacy of the drug in a given horse on a given farm is defined as the relative change in the egg 139 

count following treatment. That is, 140 

݂݂݁ ൌ
݁ݎ െ ݐݏ

݁ݎ
 

where  ݁ݎ represents the pre-treatment egg count from a horse on a specific farm and 141 ݐݏ 

represents the post-treatment egg count from the same horse. The mean reduction in FEC can 142 

then be calculated from the results of all horses tested that met the inclusion criteria.   This mean 143 

reduction then serves as the observed (or measured) efficacy for that farm.  An observed efficacy 144 

is often interpreted as a fixed value; however, due to variability from multiple sources (see Table 145 

1) this value will change every time it is measured. 146 

We consider experimental data that illustrate the variability in FEC measurements 147 

(Figure 1). The data in this figure represent one hundred and ten separate FEC, on four different 148 

horses.  For each horse, five FEC were performed on each sample, which were collected 149 

approximately every twelve hours over eleven days. These measurements are all pre-treatment. 150 

Thus, from Figure 1 it is clear that the observed FEC values are better described by a probability 151 

distribution, as opposed to a fixed number. It is critical to understand the difference between 152 

genuine reduction in efficacy and changes in efficacy caused due to variability. This leads to 153 

describing the sources of variability. 154 

 155 
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3. Sources of Variability in Fecal Egg Counts 156 

There are many sources of animal-related and farm-related variability in FEC data that 157 

can impact the interpretation of results concerning efficacy. This issue is amplified especially 158 

when performing multiple farm studies.  Some of the important sources of variability and their 159 

consequences are presented in Table 1.  Quality fecal samples, appropriate storage conditions, 160 

and sound experimental practices will typically lead to reduction in technical variability. 161 

However, this alone will not eliminate all sources of inherent variability in the number of eggs 162 

counted in the fecal samples. No matter how well the FEC are performed on a technical level, 163 

factors such as egg loss during the procedure and non-uniform distribution of eggs in the fecal 164 

solutions cannot be eliminated. To address this point, we compared manual stirring with constant 165 

mixing (using a stir bar) of the fecal solution (prior to removing the sample aliquot) and found 166 

that there was no significant difference in the FEC ሺ ൌ 0.2489). These results suggest that non-167 

uniform distribution of eggs in fecal solutions cannot be overcome by thorough mixing.  A study 168 

evaluating the Cornell-Wisconsin centrifugal floatation method for egg counting demonstrated 169 

that only 60-69% of eggs are recovered from feces (Egwang and Slocombe, 1982).  Experiments 170 

in our laboratory using the modified-Wisconsin centrifugal method also yielded similar results.  171 

Egg loss during the egg counting procedure will lead to egg count measurements that are lower 172 

than the actual levels of eggs per gram (EPG) in the feces.  When performing FEC for routine 173 

clinical examinations this issue is of minor importance, as long as the technique is performed in a 174 

consistent manner each time.  However, in the context of a FECRT, such egg loss has the effect 175 

of yielding increasing numbers of zeros in the post treatment measurement, making the finding 176 

of 100% efficacy increasingly likely when EPG are very low.  A practical consequence is that 177 

efficacy of drugs is often overestimated. 178 
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If variability in the data is too high, it is frequently impossible to statistically identify a 179 

small reduction in efficacy.  When attempting to diagnose resistance, particularly in the early 180 

stages, such small changes are critical.  As described above, there are several sources that cause 181 

variability. One approach to reducing variability is to increase the number of horses used for 182 

evaluation. While this is perhaps the best approach, for practical reasons it is often not possible 183 

to increase the number of animals involved in the study. In such cases, it is important to be able 184 

to reduce variability from other sources. 185 

Barring drug treatment soon before the egg count is performed, FECs of any given 186 

mature horse are fairly consistent over time (Nielsen et al., 2006), but the observed FEC does 187 

fluctuate up and down for a variety of biological as well as technical (procedural) reasons.  The 188 

impact of this fluctuation is further exacerbated by the fact that egg counts typically are 189 

performed only once for each animal. It is a basic statistical principle that replicating a 190 

measurement and averaging will decrease variability.  Indeed, increasing the number of egg 191 

counts  ݇ െ fold and averaging will decrease the variability due to egg counts by a factor of ݇. 192 

This fact is considered when measuring practically all biological parameters (e.g. when 193 

performing biochemical assays, immunological assays, in vitro drug resistance assays or 194 

quantitative PCR), even though these measurements likely have far less variability than FEC 195 

data. Replicated measurements are not routinely performed with FEC in livestock; however, in 196 

human parasitology, the use of replicated measurements for FEC and the collection of double 197 

samples is a relatively common practice (Glinz et al., 2010; Knopp et al., 2008; Knopp et al., 198 

2011). Therefore, the recommendation that FEC be done in triplicate when performing a FECRT 199 

as part of a scientific investigation should be considered as bringing this measurement into the 200 

same realm as other biological measurements, not as something novel and burdensome. Practical 201 
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considerations and cost relative to benefit will have to be taken into account to determine the 202 

number of egg counts for a particular study, or when performing a single farm clinical 203 

investigation. 204 

Furthermore, since post-treatment FEC values are usually small, using a method with a 205 

lower detection limit of  < 5 EPG, and repeating egg counts to improve the accuracy of the count 206 

also have very important implications when studying efficacy.  Of course, if post-treatment FEC 207 

are high all the discussions are moot.  Since egg loss seems to be a consistent feature of FEC 208 

methods (approximately 30% of eggs are lost), with a single egg count the chances of getting 209 

zero eggs will be enhanced if FEC are very low.  The difference between 100% and less than 210 

100% FECR can be important---particularly with ivermectin and moxidectin.  Seeing or not 211 

seeing 1 or 2 eggs can make this difference.  By repeating FEC three times, a zero result is more 212 

likely to be a true zero. 213 

To reiterate the above issue concerning repeated measurements for FEC, we performed a 214 

biological experiment and a simulation experiment to demonstrate the gain in precision. In the 215 

biological experiment, approximately 200 grams (g) of feces were collected from a horse, mixed 216 

well, and then six 10 g subsamples were used for the analysis.  Ten separate FEC were then 217 

performed on each of the 10 g subsamples, for a total of 60 FEC.  To see what would happen to 218 

the variability of the measured FEC if we used the results of more than one measurement, we 219 

combined two or three consecutive FEC measurements and then calculated the mean. The results 220 

from this experiment are displayed in Figure 2. The lines in Figure 2 represent 60 individual 221 

counts, 30 counts obtained by averaging any two consecutive FEC, and 20 counts obtained by 222 

averaging any three consecutive FEC.  The results from the simulation experiments, which are 223 

based on 5000 simulated data sets from a negative binomial distribution, are displayed in Table 224 



  11

2. The results in Table 2a are based on mean =25 and variance =125, while those in Table 2b are 225 

based on mean 250 and variance 5000. The choices of the parameters were based on the results 226 

of experiments performed in our laboratory.  The simulation evidence displays clear gains in 227 

precision when averaging over multiple FEC compared to using a single FEC. For example, 228 

consider Table 2b, where the true mean is 250. If FEC are repeated three times, then the 229 

observed mean egg count will approximate the true mean almost 80% of the times as compared 230 

to about 50% of the time for a single count. 231 

 232 

4. Scientific Questions and Statistical hypotheses 233 

Scientific questions concerning efficacy and resistance can be formulated in terms of 234 

testing statistical hypotheses and confidence intervals. As a specific example, suppose a drug is 235 

known to be efficacious with an average efficacy of 99% in non-resistant parasites and one wants 236 

to investigate if there is reduction in efficacy. As explained above, the observed efficacy can be 237 

any number as suggested by its distribution. If the observed efficacy is greater than 99%, it is 238 

suggestive of no onset of reduction. However, if the observed efficacy is less than 99%, it is 239 

important to understand the tradeoff between the reduction in efficacy and variability.  If the 240 

efficacy is much smaller than what can be attributed to variability, then it is reasonable to 241 

conclude a reduction in efficacy. 242 

To describe the tradeoff between efficacy and variability in the context of a hypothesis 243 

testing problem, Type I error plays an important role. The probability of Type I error of a 244 

statistical test describes the probability of incorrectly rejecting the null-hypothesis and 245 

concluding a reduction in efficacy. This probability is pre-set by the scientist. As one would 246 

expect, the smaller the probability, the less frequently one would reject the null hypothesis. It is 247 
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common practice to set the probability of Type I error at 5%.  The conclusion based on a 248 

statistical test of efficacy can be referred to as statistical identification of reduction in efficacy. 249 

Confidence intervals can also be used to evaluate a decrease in efficacy. The lower-limit 250 

of a 95% confidence interval can be used to identify a reduction in efficacy as follows: using 251 

data one constructs a confidence interval for the efficacy parameter. If the lower-limit is less than 252 

the pre-defined lower-confidence threshold, then one can surmise that there is statistical evidence 253 

of reduction in efficacy. One could also identify a reduction in efficacy based on the upper limit 254 

of the confidence interval. However, this will not work in highly efficacious drugs, like 255 

ivermectin, since in most cases the upper-limit will be one (100%). 256 

The methods described above are examples of frequentist methods for evaluating 257 

reduction in efficacy. Alternatively, one can also use Bayesian methods. In Box 1, we describe 258 

an example to show how proper analysis using frequentist and Bayesian methods yield similar 259 

conclusions. We emphasize here that both methods of analysis, if performed correctly, should 260 

yield similar conclusions.  261 

 262 

5. Statistical Models 263 

In this section we present statistical models for FEC data. Here we distinguish between single 264 

farm data and multiple farm data. We begin by considering the single farm case.  265 

 266 

Let ݊ denote the number of horses in a given farm. Let ሺ ଵܺ   ଵܻ  ሻ, … ሺܺ   ܻ ሻ denote the 267 

pre-treatment and post-treatment egg counts for the horses. For instance, ሺ ܺ   ܻ  ሻ denotes the 268 

pre-treatment and post-treatment egg counts for the ݅௧ℎ horse. Then, using the definition of 269 
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efficacy described in Section 2, the observed efficacy of the ݅௧ℎ horse, denoted by ݂݁ ݂  is given 270 

by 271 

݂݁ ݂ ൌ ܺ െ ܻ

ܺ
 

 272 

5.1 Distribution of Pre-treatment Egg Counts 273 

The distribution of pre-treatment egg counts ܺ, which we often refer to as the pre-treatment 274 

distribution,  is unknown. We denote this unknown distribution by  .  Based on multiple studies 275 

and large data sets, parasitologists have suggested the use of the negative binomial distribution 276 

for ܩ (Hunter and Quenouille, 1952; Crofton, 1971; Grenfell et al., 1995; Wilson and Grenfell, 277 

1997). There are other distributions that can be used for modeling the pre-treatment egg counts. 278 

For instance, zero-inflation is an important consideration in modeling FEC data. Therefore, zero-279 

inflated negative binomial models can also be used for modeling pre-treatment data  (Walker et 280 

al., 2009; Hilbe, 2011). 281 

The choice of which pre-treatment distribution to use in the analysis is complicated by 282 

the small sample size ݊ and over dispersion. Over dispersion in a horse farm is typically caused 283 

due to most horses having low egg counts while few have high egg counts. Statistical 284 

distributions that account for over dispersion have the property that the variance in egg counts is 285 

larger than the mean egg count. Even though negative binomial distribution is a reasonable 286 

assumption for the pre-treatment distribution when considering large population of animals, 287 

when the sample size is small, as is common on horse farms, this assumption may be difficult to 288 

verify.   A typical example is described in Table 3. This variability between the pre-treatment 289 

counts of different horses leads to complications in modeling the pre-treatment distribution. 290 

Typical analysis of these data (e.g. as performed in standard statistical software like R and SAS) 291 
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will depend on the choice of pre-treatment distribution. However, we advocate using a bootstrap 292 

methodology proposed in (Vidyashankar et al., 2007) that does not make any assumptions about 293 

the specific form of the pre-treatment distribution. 294 

 295 

5.2 Post-treatment Egg Counts 296 

To describe the distribution of the post-treatment egg counts, we assume that the drug is 297 

efficacious at level  %. Hence, conditioned on the pre-treatment counts, we model the post-298 

treatment counts as binomial, specifically 299 

 300 

ܻ  | ܺ ሺ݊݅ܤ ~     ܺ, 1 െ     .ሻ

Combining this assumption with the pre-treatment distribution we have the following model 301 

ܻ  | ܺ ሺ݊݅ܤ ~     ܺ, 1 െ  ,ሻ

                                                    ܺ ~ ܩ .                                                           ሺ1ሻ 

 302 

We postulate that the data on a single farm contains ݊samples from the model (1). We will refer 303 

to this as the fixed p model. Table 4 presents such samples at three simulated egg counts for 304 

horses in Table 3 with   ൌ .95. 305 

 306 

5.3  A Random Effect Model 307 

As mentioned above, the efficacy of a drug in a given horse ultimately depends on the interaction 308 

of the parasite with the drug and this is greatly affected by the pharmacokinetics and 309 

pharmacodynamics. The following horse features interact to influence the pharmacokinetics and 310 

pharmacodynamics of the drug: gastrointestinal motility, size, level of body fat, general immune 311 

state, general physiological state, and diet. These factors and others are likely responsible for the 312 

observation that anthelmintics are less effective in young (yearling) horses as compared to adult 313 
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horses (Herd and Gabel, 1990). Furthermore, there are more than fifty different species of 314 

cyathostomins and the relative sensitivity of any one of them to the drug is unknown. Also, 315 

which of these fifty species is populating the gut of the horse is also unknown. Thus, the 316 

assumption that the efficacy   is the same for all horses is biologically infeasible. For this 317 

reason, we model the variation statistically by assuming that the efficacy levels of the drug on 318 

each horse are random draws from some distribution H. This yields the following statistical 319 

model for the egg count data from a single farm 320 

ܻ  | ܺ  ~ ݊݅ܤሺ ܺ , 1 െ    ሻ

                         ܺ  ሺ2ሻ                                          ܩ ~ 

                               ܪ ~         

In the statistical literature, model (2) is referred to as a random effect model, a hierarchical 321 

model, or a multilevel model. These models induce correlations in FEC from horses within the 322 

same farm. 323 

 324 

5.4 Examples 325 

We now present specific examples illustrating various statistical models. If the efficacies 326 

,ߙሺܽݐ݁ܤ    follow a beta distribution  ሻ then the resulting model is a beta-binomial model. The 327ߚ

parameters α and β determine the shape of the distribution; the ratio 
ఈ

ఈାఉ
   represents the expected 328 

efficacy of the drug. Figure 3 provides densities of the beta distribution for various values of the 329 

parameters ߙ and  ߚ. Table 4 contains post-treatment counts from this model for horses from 330 

Table 3. The results in Table 4 demonstrate that the post FEC values for fixed  case are more 331 

similar across simulations than those for the random  case. Now, understanding that each 332 

simulation represents the particular instance of performing FEC, it is clear from Table 4 and 333 
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Figure 3 that a random effect model with flexible random effect distribution is ideal for modeling 334 

the post-treatment egg counts. 335 

Another common model is the logit-normal model. Normal distribution cannot be used to 336 

model the distribution of the efficacies  because probabilities are restricted to the interval (0,1). 337 

A standard solution is to use a logit transform, log itሺሻ ൌ log ቀ 

ଵି
ቁ which lies in the interval 338 

ሺെ∞, ∞ሻ.    In the logit-normal model, it is assumed that log itሺሻ follows a normal distribution. 339 

With random effect models, each horse has a different efficacy, therefore it does not 340 

make sense to talk about a fixed value at the farm level. An important concept is model based 341 

efficacy. Model based efficacy is defined as the average theoretical efficacy in the population of 342 

horses in that farm, as described by the statistical model. It is denoted ܧሺሻ which represents the 343 

expected value or mean of the efficacy distribution. As explained above, for the beta-binomial 344 

model, 345 

ሻሺܧ ൌ
ߙ

ߙ  ߚ
. 

Such a closed form solution does not exist for the logit-normal model. See (Vidyashankar et. al., 346 

2007) and (McCulloch et al., 2008) for more detailed descriptions of these models and related 347 

concepts. 348 

 349 

5.5   Multiple Farm Data  350 

To study the prevalence of resistance, one has to deal with multiple farms. In this case, it 351 

is necessary to take into account between farm variability along with other sources for each farm. 352 

We now describe the statistical model. Let ൫ ܺ, ܻ൯denote the pre-treatment and post-treatment 353 

egg counts of the ݅௧ℎ horse on the ݆௧ℎ farm. We assume that for each farm ݆,  ܺ are random 354 
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draws from ܩ where ܩ is the pre-treatment distribution for the ݆௧ℎ farm. The post-treatment egg 355 

counts are modeled as before, but here the efficacy levels change between horses within a farm 356 

and between farms; that is, 357 

ܻ| ܺ, ሺ ݊݅ܤ ~  ܺ, 1 െ  ሻ

                                  ܺ ~ ܩ                             ሺ3ሻ 

 .ܪ ~  

Importance of between farm variability and its impact on the interpretation of results is described 358 

in Box 2. 359 

 360 

6.  Data Analysis Methods 361 

Several statistical methods are available to evaluate reduction in efficacy using FECRT 362 

data. The methods depend on the assumptions made on the distributions of the egg counts (pre 363 

and post) and the efficacies. Statistical methods for analyzing FEC data can be classified into 364 

frequentist methods and Bayesian methods. These methods include both parametric and non-365 

parametric methods. Additionally, both likelihood and bootstrap based methods are commonly 366 

used in the frequentist setting.  More details are provided in Boxes 3, 4, and 5. 367 

The most common approach to infer reduction in efficacy is based on the sample 368 

(arithmetic) mean for percentage reduction (this is a frequentist method); some studies have 369 

advocated the use of logarithmic or arcsine transformations before calculating the arithmetic 370 

mean (Dargatz et al., 2000; Pook et al., 2002) so that the resulting sample means have an 371 

approximate normal distribution. However, (Vidyashankar et. al., 2007) demonstrate that even 372 

after these transformations, the resulting inference concerning reduction in efficacy can be 373 

incorrect, especially when the sample size is small and heterogeneities are present. This situation 374 
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is frequently encountered when the number of horses within a farm is small or the farm contains 375 

several small groups of horses, where the horses are homogeneous within a group but highly 376 

variable between groups. Non-parametric bootstrap methods are useful since they do not require 377 

data transformations and are also easy to implement. Furthermore, they do not require detailed 378 

modeling assumptions concerning egg count distributions and efficacies. 379 

A key idea behind the bootstrap methods for hypothesis testing is that one uses random 380 

number generators to produce multiple new data sets, which are similar to field data assuming 381 

the postulated value for efficacy.  For example, if the null-hypothesis states that the true efficacy 382 

is 90%, we use the observed pre-treatment egg count to simulate new data with 90% efficacy. 383 

Efficacies are then calculated for each of these newly simulated data sets. It should be noted that 384 

even though the average of efficacies from these new data sets will be close to 90% due to 385 

variability, values smaller than 90% and larger than 90% are likely to occur.  Using these 386 

simulated efficacies, we obtain what is called the bootstrap distribution of efficacy. Exact 387 

algorithms for calculating this distribution are available in the literature (Vidyashankar et. al., 388 

2007) 389 

The logic behind the bootstrap hypothesis test is then to calculate the probability that the 390 

efficacy obtained from the field data is at least as large as that obtained from the bootstrap 391 

distribution. If this probability is larger than 0.05, we conclude that the field data does not exhibit 392 

a reduction in efficacy, while if it is less than 0.05 we conclude that the data exhibits a reduction 393 

in efficacy. 394 

In Bayesian methods, we assume the Binomial model for the post-treatment egg count 395 

and use a prior distribution to take into account variability in the efficacies. Then one uses the 396 

mean of the posterior distribution---i.e., the distribution of efficacies given the data---to identify 397 
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reduction in efficacy.  For a more detailed description of Bayesian methods see Basanez et al. 398 

(2004) and Hanlon et al. (2009). We illustrate the ideas using two examples. 399 

We consider a data set with six horses with observed efficacy values given in Table 5. 400 

This single farm data is part of a larger study of Danish horse farms, where the horses are treated 401 

with pyrantel (Nielsen et al., 2010). The bootstrap and Bayesian analysis yield similar results for 402 

this data set. Using Method 1 of (Vidyashankar et. al., 2007), a 95% bootstrap confidence 403 

interval for the farm efficacy is (0.9584, 0.9759); a Bayesian analysis using an improper 404 

 ሺ0,0ሻ  prior yields a 95% credible region (0.9612, 0.9737). Because pyrantel has a nominal 405ܽݐ݁ܤ

efficacy of 90% and because these intervals' lower limits are above 0.9, both the Bayesian and 406 

bootstrap analysis suggest that there is no evidence of resistance. We emphasize that this 407 

example is performed to illustrate these methods in a relatively simple situation. One needs to be 408 

careful in making resistance classifications based on a single farm analysis, especially when the 409 

sample size is only n=6. As discussed in Nielsen et al. (2010) a more careful analysis would take 410 

into account variability between farms (also see Vidyashankar, et. al., 2007) and the covariates of 411 

different horses, such as age, gender, pre-treatment infection level.  For illustrative purposes we 412 

also display the bootstrap distribution of efficacy values and the Bayesian posterior distribution 413 

for the efficacy in Figure 4. We provide an analysis comparing bootstrap methods and Bayesian 414 

methods for multiple farms in Box 1. 415 

 416 

7.   Conclusion 417 

The FECRT is the practical gold standard to detect resistance on horse farms. However, 418 

there are numerous sources of variability that complicate interpretation of data. Thus, proper 419 

statistical analysis is necessary to accurately diagnose resistance. We have reviewed many of the 420 
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biological and statistical issues and challenges that must be addressed.  To summarize, the 421 

following key issues should be taken into account when performing FECRT and subsequent 422 

analysis of data.  It is important to have accurate diagnosis of resistance when the prevalence is 423 

rare. Hence, it is important to distinguish true reduction in efficacy from variability. The key to 424 

achieving this is to use methods that reduce the amount of inherent variability. One of the ways 425 

this can be achieved is by increasing the number of horses tested and increasing the number of 426 

egg counts performed on each sample. Finally, to analyze the data, one should carefully model 427 

the data and use appropriate statistical methods, understanding both the assumptions and 428 

limitations of these methods. 429 
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Figure 1: Variability in the egg count distributions of horses (experimental data). The data in this figure 

represent one hundred and ten separate fecal egg counts FEC on the same horse, for four different 

horses. For each horse, five FEC were performed on each sample, which were collected approximately 

every twelve hours over eleven days. Note the different magnitudes on the x‐axis. 

 

Figure 2: Improved precision with multiple egg counts (experimental data). Kernel density plots showing 

the effect of performing multiple fecal egg counts (FEC) on the precision of the resulting value. Ten 

individual FEC were performed on 6 separate 10‐gram subsamples of a single fecal sample from a horse, 

for a total of 60 FEC performed in total. The blue line (1‐avg) represents the kernel density plot of the 60 

individual FEC. The green line (2‐avg) represents the average of every two consecutive FEC; for a total of 

30 data points. The red line (3‐avg) represents the average of every three consecutive FEC; for a total of 

20 data points. Note that the precision of the measurement improves by increasing the number of FEC 

and averaging the results. 

 

Figure 3: Probability Density for the Beta Distribution. This figure provides densities of the beta 

distribution for various values of the parameters α and β. 

 

Figure 4: Bootstrap distribution and Bayesian posterior distribution of the efficacy values (experimental 

data). The figure gives the Bayesian posterior distribution and a kernel density estimate of the bootstrap 

distribution (based on B = 2000) bootstrap samples based on the dataset in Table 5. 
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Table 1: Factors that impact the outcome of fecal egg count reduction tests in horses. 

Factor  Outcome 

 
non-Gaussian overdispersed distribution of 
parasites in host animals    
 

  
causes large differences in pre-treatment 
values between animals on the same farm 

low and zero pre-treatment FEC are common 
 

 reduces the numbers of animals available to 
test 

differences in parasite infection intensities 
between farms 
 

 causes large differences in pre-treatment 
values between farms 

inherent variability in parasite egg numbers 
within the fecal output of an animal 
 

 results in the collection of non-uniform 
samples 

non-uniform distribution of eggs in solutions 
used for FEC analysis 
 

 causes variability in FEC  

technical variation in performance of FEC  causes variability in FEC 

overall health and body condition of animals 
 

 impacts drug pharmacokinetics and 
pharmacodynamics 
 

differences in age, breed, and sex of animals 
both on and between farms 
 

 non-specific increase in variability 

differences in management practices, diet 
type and nutritional programs between farms 
 

 non-specific increase in variability; variation 
in levels and moisture content of feces 
produced 
 

spatial differences due to location of farms  non-specific increase in variability 

it is difficult to ensure that full dose of the 
paste dewormer is swallowed 
 

 Some horses may not consume the full 
dose of anthelmintic administered 

Different cyathostomin species have different 
predilection sites in the host (cecum, dorsal 
colon, ventral colon)  

 May impact drug-parasite interaction leading 
to unequal exposure to the drug among the 
species of cyathostomins present leading to 
species-specific variations in efficacy  
 

multiple cyathostomin species present and 
relative proportions vary from farm to farm 
 

 species-specific efficacy will vary – leads to 
increased farm to farm variability 

multiple cyathostomin species present and 
relative proportions vary from horse to horse 
on a given farm 
 

 species-specific efficacy will vary – leads to 
increased animal to animal variability 

Density dependent effects of worm numbers 
on egg production, and multiple species 
present 

 Numbers of worms and relative proportion 
of the different species present in the host 
may impact the number of eggs produced 
per worm increasing variability 
 

temporal differences resulting from non-
uniform sampling times 
 

 non-specific increase in variability 

Small numbers of horses available to test  increases the impact of all other sources of 
variability and increases the affect that any 
single horse with an ‘outlier response’ has 
on the resistance classification for the farm  



 

Table 2: Precision with multiple egg counts (simulated data). The following displays 
evidence from a simulation experiment to demonstrate the gain in precision when using 
multiple egg counts. Each table presents results from a study based on 5000 simulations. 
The data are simulated from a negative binomial distribution with: a) mean = 25, variance 
= 125 and b) mean = 250, variance = 5000. The table gives the frequency for the number of 
times the averaged egg count falls into different intervals. 

 

 

 

mean = 25 avg-1 avg-2 avg-3 avg-4 avg-5 

[0, 10) 0.05 0.0112 0.0024 0.0008 0.0002 

[10,20) 0.29580 0.2590 0.21960 0.18560 0.15480 

[20, 30) 0.34540 0.4720 0.55340 0.61980 0.67220 

[30, ∞) 0.30880 0.25780 0.22460 0.19380 0.17280 

      

mean = 250 avg-1 avg-2 avg-3 avg-4 avg-5 

[0, 100) 0.0038 0 0 0 0 

[100,200) 0.24380 0.15420 0.10180 0.0690 0.04920 

[200, 300) 0.52260 0.6840 0.7820 0.84340 0.88340 

[300, ∞) 0.22980 0.16180 0.11620 0.08760 0.06740 



 

Table 3: Fecal egg count data (experimental data). This table displays fecal egg counts (pre 
and post) and observed efficacy for a United States farm (Georgia) containing 13 horses 
that were treated with one of the following: ivermectin (Tx ID =1), fenbendazole (Tx ID =2), 
oxibendazole (Tx ID =3), or pyrantel (Tx ID =4) (Kaplan et al., 2004). 

 

 

 

 

 

 

 

 

 

 

Horse Tx ID Pre count Post count Efficacy 

1 1 3250 0 1.0000 
2 1 450 0 1.0000 

3 1 445 5 0.98876 

4 1 300 0 1.0000 

5 1 260 0 1.0000 

6 2 1420 705 0.50352 

7 2 505 50 0.90099 

8 2 45 30 0.33333 

9 3 1230 315 0.74390 

10 3 325 40 0.87692 

11 3 325 280 0.13846 

12 3 100 0 1.0000 

13 4 80 25 0.68750 



Table 4: Post‐treatment egg count variability simulated using a fixed p model and a beta‐
binomial model, pi ~ Beta(95, 5). Pre‐treatment data is from 13 horses on a single farm 
(see Table 3). Data represents three simulated post‐treatment egg counts produced using 
the two different models assuming a 95% efficacy (p = .95).  

 

 

 Fixed p Model  Beta-Binomial Model 

horse pre post (sim 1) post (sim 2) post (sim 3)  post (sim 1) post (sim 2) post (sim 3) 

1 3250 163 167 163  168 210 93 

2 450 28 26 26  17 21 21 

3 445 25 21 21  11 17 25 

4 300 20 17 14  5 9 14 

5 260 16 9 16  37 16 6 

6 1420 73 65 78  117 88 42 

7 505 20 20 27  18 7 19 

8 45 4 4 3  1 1 3 

9 1230 70 60 59  52 86 28 

10 325 12 19 14  4 32 17 

11 325 18 9 22  16 13 16 

12 100 2 1 2  12 4 8 

13 80 4 1 1  2 1 5 



 

Table 5: Example Data used for the Bootstrap and Bayesian analysis (experimental data). 
This table displays fecal egg counts (pre and post) and observed efficacy for a Danish farm 
containing 6 horses that were treated with pyrantel. In this study only horses with a fecal 
egg count of 200 eggs per gram or higher were treated (Nielsen et al., 2010) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Horse Pre count Post count Efficacy 

 1  200 0 1.0000 

2 840 40 0.95238 

3 300 20 0.93333 

4 1120 40 0.96429 

5 340 0 1.0000 

6 300 0 1.0000 



Box 1: Data Analysis. 
 
We revisit the data analysis presented in Vidyashankar et al. (2007), which analyzes an 
experimental data set that was collected as part of a study on anthelmintic efficacy across various 
farms in the southeastern United States (Kaplan et al., 2004). Horses on each farm were 
randomly assigned to one of four anthelmintic treatments, ivermectin, fenbendazole, 
oxibendazole, or pyrantel. Vidyashankar et al. (2007) present a non-parametric bootstrap 
analysis. Here we present both a bootstrap analysis and a Bayesian analysis to illustrate the 
similarity of conclusions from the two methods. 
 
For this illustration, we focus on the farms in the state of Louisiana and those horses treated with 
ivermectin. Nine farms were included in the Louisiana study. On all of the Louisiana farms 
except for two, ASHU and EHS, ivermectin demonstrated an observed efficacy of 100% in every 
horse treated. It is important in this context to consider the variation across the farms so this 
analysis was done using data from all nine farms in Louisiana. The bootstrap and Bayesian 
analysis yield very similar results for these data, a 95% bootstrap confidence interval is (.9981, 
.9996) and a 95% Bayesian credible interval is (.9991, .9994). Because ivermectin has a nominal 
efficacy of 99% and because these intervals' lower limits are above .99, both the Bayesian and 
bootstrap analysis suggest that there is no overall reduction in efficacy. This demonstrates that 
both the bootstrap analysis and Bayesian analysis, when properly performed, will often yield 
similar conclusions. 



Box 2: Example of how variability can impact interpretation of results in multiple-farm 
studies if appropriate statistical analysis is not performed. 
 
In Kaplan et al. (2004) a fecal egg count reduction test (FECRT) study was performed in the 
southern United States to determine the prevalence of anthelmintic resistance on horse farms. 
The study involved 786 horses on 44 different farms; 214 of the horses were treated with 
ivermectin. Focusing on the 214 horses treated with ivermectin, 205 demonstrated 100% 
reduction in fecal egg counts (FEC), 6 horses had a reduction of 95-99.9%, and 3 horses had a 
reduction of < 90%. Interestingly, 2 of the 3 horses with FEC reductions < 90% were on the 
same farm (out of 13 horses tested). The mean FEC reduction across all farms was > 99.9%, but 
on this one farm the arithmetic mean reduction was 96.7% with a bootstrap 95% confidence 
interval (96.2, 97.1). Thus, resistance was suspected. However, when the 95% bootstrap 
confidence interval was recalculated taking into account inter-farm variability the interval 
increased to (99.2, 99.9), suggesting that there was no resistance present. To further investigate 
whether we were truly dealing with a case of ivermectin resistance on this farm (note that 
resistance to ivermectin in cyathostomins had not yet been reported when this study was 
performed in 2002), we performed a second FECRT. Fortunately, this was a large farm, so we 
divided horses into 2 groups, each with 20 horses. One group received a label dose of ivermectin 
(200 g/kg), and one group received a half dose of ivermectin (100 g/kg). Even at 100 g/kg, 
the efficacy of ivermectin against cyathostomins is known to be > 99%, thus if resistance was 
present, the reduced dose would be a more sensitive means to detect it. This method of diagnosis 
for ivermectin resistance is commonly performed in Australian sheep. The second FECRT on 
this farm yielded results consistent with ivermectin susceptibility. Percent reduction in FEC was 
> 99.9% in both groups of horses. These findings indicate that the reduced efficacy observed on 
the first test was due to variability and not to reduced effectiveness of the drug. These findings 
also validated the results of the initial bootstrap analysis that took inter-farm variability in 
account. This example illustrates the need to account for inter-farm variability when performing 
multiple-farm studies. In our experience, approximately 5% of horse farms will yield reduced 
efficacy that is not associated with ivermectin resistance. Thus, not accounting for inter-farm 
variability will lead to an overestimation of resistance prevalence. This issue is most important 
when diagnosing the first cases of resistance, as is the current situation with ivermectin and 
moxidectin. 



Box 3: Statistical Methods and Software: Likelihood based methods. 
Parametric Likelihood based methods 
 
Description: In this approach we take the model to be as described in (2) and base our inference 
on the maximum likelihood procedure. 
Software: Statistical software packages such as SAS and R can be used to fit this model. 
In SAS, this is achieved using PROC GENMOD while in R it is achieved using lmer. 
These methods also allow for flexible modeling of various distributions for egg counts and 
appropriate regression models. 
Advantages: If the assumed statistical models are correct one can obtain improved power in 
detecting resistance. 
Disadvantages: The methods may not be “robust" to parametric assumptions and presence of 
outliers in the data. Additionally, these methods are based on conditioning on the observed pre-
treatment egg counts and hence variability in pre-treatment counts is not accounted for in the 
standard analysis outputs. 
 
Other Likelihood based Methods 
 
Description: These methods use variations of model (2) that allow one to empirically determine 
appropriate correlations induced by random effects. Inference is based on modifications to the 
likelihood that enable the ease of maximization. 
Software: Statistical programming languages such as SAS and R can be used to fit this model. 
In SAS, this is achieved using PROC GENMOD, PROC GLIMMIX, and PROC NLMIXED 
while in R it is achieved using lmer. 
Advantages: If the parametric model and empirically chosen correlation matrix are correct, then 
one can get improved power. 
Disadvantages: Apart from the disadvantages stated before the fitted models may not be stable. 
 



Box 4: Statistical Methods and Software: Frequentist Bootstrap. 
 
Parametric Bootstrap 
 
Description: In this approach we model the pre-treatment and post-treatment data using 
parametric models. Then we estimate the parameters of the distribution (using MLE, for 
example) and construct confidence intervals based on the parametric bootstrap (Efron and 
Tibshirani, 1993). The basic idea of the parametric bootstrap is to simulate data from the 
assumed parametric distributions using the estimated parameters. We outline the basic steps 
below: 
 
1. Fit a parametric model to the pre-treatment data; for example, Poisson, negative binomial, 
zero-inflated Poisson, or zero-inflated Poisson. Call the parameter θ and the estimated parameter 

. For example, in the negative binomial model θ is two dimensional. 
2. Fit a binomial model for the post-treatment data using the given pre-treatment data. This 
produces an estimate . 

3. Simulate the pre-treatment data from the assumed pre-treatment distribution using . 
4. Simulate the post-treatment data from the simulated pre-treatment data and the binomial 
distribution with the estimated  . 

5. Repeat Steps 3 and 4 B times (often B = 2000) and proceed as in Vidyashankar et al. (2007). 
 
Software: Software is not readily available but easily implementable using standard software 
like SAS and R 
Advantages: This method can increase the accuracy of inference in small samples if the 
assumed parametric model is correct. This method also provides an easy approach to take into 
account variability in pre-treatment egg counts. 
Disadvantages: Validity of inference is critically dependent on the assumed parametric model. 
 
Non-parametric Bootstrap 
 
Description: Details, including a step-by-step procedure, are given in Vidyashankar et al. 
(2007). 
Software: This code typically needs to be written by a statistician. This can be accomplished in 
either R or SAS. 
Advantages: This method allows provides an easy non-parametric approach to take into account 
pre-treatment variability. More detailed descriptions are provided in Vidyashankar et al. (2007) 
Disadvantages: Since the method is non-parametric, it could lead to loss of power in small 
samples. More detailed descriptions are provided in Vidyashankar et al. (2007). 
 



Box 5: Statistical Methods and Software: Bayesian Methods. 
 
Bayesian Parametric Methods 
 
Description: In this approach, the scientist specifies a prior distribution for the parameters and 
bases inference on the posterior distributions given the data. 
Software: The methods can be implemented using SAS, R, and BUGS (or the linux version 
JAGS). Proc Bgenmod in SAS allows a variety of flexible models for both the pre- and post-
treatment egg count distributions. 
Advantages: These methods allow one to take into account pre-treatment FEC variability. In 
complicated models Markov chain Monte Carlo (MCMC) algorithms work efficiently and are 
more stable than the likelihood based methods. 
Disadvantages: Convergence of MCMC algorithms and choice of right prior are usually 
complicated and require care. 
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